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Abstract:
The topic of AI has become more and more discussed ever since the release of ChatGPT, as its astonishing intelligence 
has made humans to challenge the boundary. This vagueness then contributes to the emergence of discussions on the 
ethics of AI. Aiming to clarify the many current academic discussions on the ethics of artificial intelligence and to 
recognize different ethical perspectives, this study conducts a literature review of the research and discussions among 
different scholars on ethical issues in the application of artificial intelligence technologies. It is found that the current 
relevant discussion extends from a micro perspective emphasizing the individual to a macro perspective emphasizing 
the human race. Research advances on ethical issues in AI applications can be categorized into three levels: personal, 
social, and global. Among which, the individual level focuses on the ethical issues in algorithmic logic and user data 
management. The social level focuses on the social employment and public accountability systems. While the global 
level discusses intellectual property disputes and the social identity of AI robots. Finally, the author gave an evaluation 
of the gaps and challenges of studying AI ethics and emphasize the importance of addressing ethical issues in AI 
development and deployment. The paper aims to serve as information for scholars and policymakers, fostering ethical 
awareness in the AI research community and helping AI technologies to be developed and used responsibly.
Keywords: AI; ethics; technology; literature review.

1. Introduction
The unprecedented development of artificial intelligence 
(hereinafter: AI) has brought humans into the era of dig-
italization and auto-mobilization. As AI-facilitated sys-
tems become more and more indispensable in area like 
policymaking, humans have realized that their influence 
has expanded beyond sheer technology advancement. Un-
deniably, the integration of AI has greatly changed social 
structures and provided myriad conveniences to humans. 
The use of AI in health application, for instance, has ef-
fectively brought a healthy lifestyle to its users [1]. Apart 
from the benefits, however, the application of AI has 
brought a series of challenges. Privacy issue, security con-
cern and potential bias in AI decision-making have now 
arisen. Under such circumstances, the research on ethical 
issues of AI applications is of great importance. Technical 
ethics are the moral principles needed to guide develop-
ment, application and the distribution of technology. They 
assure the technical advances are aligned with the value 
system of human societies, and contribute positive effect 
to the welfare of the whole humanity. More and more aca-
demic work has now started to tackle the ethical issues of 
AI, as well as exploring complexed topics such as the in-

justice of algorithms, the privacy of data, and other influ-
ential social issues. This blooming interest has shown the 
complexity of making ethical considerations in a world 
becoming more and more AI driven each day. The ethical 
problems of science and technology in the application of 
artificial intelligence are worthy of in-depth and specific 
research.
This research aims to provide a systematic and thorough 
review of academic works on the ethics of AI application. 
Through combining the main arguments in the academic 
field with the latest research progress, this research strives 
to provide an in-depth analysis and summary of the ex-
isting discussions on AI ethics. In addition, based on the 
previous research, this research also contemplates the 
future interaction between human society and artificial in-
telligence technology. The motivation behind this research 
originates from the pressing need to comprehend and ad-
dress the ethical challenges posed by artificial intelligence, 
ensuring that its development and application adhere to 
ethical standards while contributing to societal improve-
ment. By describing the ethical considerations associated 
with AI applications, this study aims to inform decision 
makers, guide the ethical design and deployment of AI 
systems, and foster a more ethically aware AI research 
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community. By doing so, it hopes to pave the way for the 
responsible development and use of AI technologies in the 
future, enhancing their potential to serve the greatest ben-
efit of humanity.

2. Progress in Ethical Issues of AI Ap-
plication
So far, the academic community has been very rich in the 
study of technical ethics in the application of artificial in-
telligence, and a variety of opinions and discussions have 
been formed, which has laid a solid research foundation 
for the research in this field. Specifically, relevant research 
can be summarized at three levels: individual, social and 
global. The following will be a detailed discussion of the 
views of the three levels.

2.1 Individual-level Ethics
At the personal level, existing studies believe that the 
generation of technical ethical problems in the current ap-
plication of artificial intelligence mainly comes from the 
logical algorithm of machine learning and user data man-
agement. Among them, the ethical problems caused by 
machine learning reflect the human subjective initiative 
in the process of algorithm design. The risk of user data 
management is an unavoidable objective risk that comes 
with the development of AI technology.
2.1.1 Human factors

In terms of human factors, some studies have found that 
AI machine learning algorithms are designed by humans, 
reflecting human subjective initiative. This may lead 
to ethical problems of technology due to human cogni-
tion and technological limitations. Machine learning is 
a branch of computer science that enables computers to 
improve themselves without manual reprogramming. To 
do so, computers, in this case artificial intelligence, would 
learn from practice as well as experience [2]. Problems 
arise as researchers find that certain algorithmic biases 
emerge as machines learn. A case study of semantic repre-
sentation bias in bio, for instance, tests the gender bias in 
occupation classification of three different machine learn-
ing models. The results of this research have indicated 
that biases in the mechanism of machine learning could 
potentially lead to further underrepresentation of gender 
groups in occupations where they are already underrepre-
sented [3]. This algorithmic bias is also proved elsewhere. 
In a study on the political bias in artificial intelligence 
systems, he noted a tendency of AI developers to include 
their political viewpoints implicitly when labelling AI 
training data, which would therefore lead to further bias 
embedded in the algorithms [4]. The ultimate source of 

these different forms of bias could be concluded through 
three channels: the mislabeling of AI training data, the un-
derrepresentation of social groups, as well as the reflection 
of existing inequalities in the society [4].
2.1.2 AI factors

In terms of objective factors, many studies have pointed 
out that with the popularity of AI products, their users’ 
personal privacy and data security is inevitably at risk. 
This suggests that some data of users may be analyzed 
by AI without informing the users in advance. Though 
such analysis may be out of good intentions, still, the lack 
of consent brings out concerns on the abuse of privacy. 
Through the semi-structured interviews conducted with 
political figures in Spain, Saura, Ribeiro-Soriano, and 
Palacios-Marqués bring out the problem of government 
sacrificing the privacy of citizens to optimize the deci-
sion-making process during COVID-19 pandemic [4]. 
The similar case is seen in healthcare applications as well. 
According to Kühler, it is determined that the artificial 
intelligence embedded in healthcare applications may 
promote the well-being of users without the user even 
noticing it. The application may, for instance, identify 
food intolerances that the user themselves is unaware of, 
which further undermines the user’s autonomy [1]. Fur-
thermore, the lack of transparency of AI is also a source of 
ethical concerns. In a 2019 study of the transformation of 
machine learning conducted by Arun Rai, it is noted that 
one class of machine learning would prioritize prediction 
accuracy over transparency [5]. This class is widely used 
in multiple types of biometric recognitions [6]. The appli-
cation of this technology in the field of multi-type biomet-
rics has exacerbated the problem of user data transparency 
being ignored.

2.2 Societal-level Ethics
From the social level, existing research focuses on the 
social employment and public accountability system 
problems caused by the application of artificial intelli-
gence technology, which may lead to technological ethical 
risks. Among them, the employment problem is mainly 
reflected in the short-term unemployment crisis caused 
by the large-scale popularization of artificial intelligence. 
Accountability risk is mainly manifested in the lack of ac-
countability system of artificial intelligence technology.
2.2.1 Economic impact

From the perspective of social economy and employment 
forms, some studies predict that the development of arti-
ficial intelligence will have an impact on labor employ-
ment, especially, making middle-aged workers with lower 
education level face unemployment in the short term. 
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That could spark a labor movement against AI technol-
ogy. Using panel data from 33 OECD countries, a study 
in 2022 examined the relationship between AI, robots, 
and unemployment. Its findings indicate that both AI and 
robots tend to increase unemployment. When they reran 
the regression analysis based on unemployment rates by 
education level and age group, they observed significant 
variation in the effects of AI and robots. Some impacts 
identified at the aggregate level, such as the effect of 
robots on unemployment among those with the lowest 
education levels. These impacts appear to be concentrated 
in specific age groups, particularly 25-34 age group [7]. 
However, this study only illustrates the short-term effect 
of AI application, which makes it unreliable when consid-
ering the job market more than 3 years ahead.
2.2.2 Accountability issues

From the perspective of public accountability, due to the 
characteristics of artificial intelligence technology and 
the lack of supervision, it has spawned a large potential 
techno-ethical risk based on social accountability. There 
is now an urgent need to establish a mechanism that holds 
people accountable for potential societal impacts of AI. 
According to Novelli, Taddeo, and Floridi, the techno-
logical properties often make the outcome of AIs opaque 
and unpredictable, hindering the detection of causes and 
reasons for unintended outcomes [8]. Taking the car crash 
of a driverless car. The cause of this car crash could the 
result of many different factors integrating together: a 
system bug, a blank space in training data, the aging of a 
car component. This then problematizes the question of 
who is exactly liable. Ultimately, an accountability gap is 
formed, meaning that when a damage is found, it could 
be difficult to ensure accountability for violations of those 
responsible [9].

2.3 Global Ethics
From the perspective of global governance, existing stud-
ies believe that the current techno-ethical issues in the ap-
plication of artificial intelligence are mainly manifested in 
two aspects, such as intellectual property disputes and the 
social identity of AI robots. Among them, the legal pro-
tection of intellectual property is not perfect, which may 
lead to the ethical dilemma of technology; However, the 
identification of artificial intelligence robot’s personality 
is easy to cause ethical concerns of social identification.
2.3.1 Intellectual property issues

When considering the ethical issues of AI application at 
global level, the debate on whether or not such intelli-
gence could possess intellectual property rights naturally 
appears. The reality of AI and intellectual property is that 

there is not yet a determined conclusion on the legal pro-
tection of AI’s intellectual property. Researchers and prac-
titioners in different countries and regions hold different 
views on whether intellectual property rights of artificial 
intelligence products should be recognized. In Indonesia, 
for instance, artificial intelligence is treated as an object 
that is not accountable for intellectual property in its Pat-
ent Law. However, in the Copyright Law, AI is instead 
considered as a participant in the creating process, which 
dismisses AI’s role as an object [10]. The similar debates 
also appear in the academic world. While some scholars 
deny the intellectual property rights through an anthro-
pocentric stand, others focus on dismissing the premise 
of human labour behind granting intellectual property 
rights. Hilty, Hoffmann, and Scheuerer, for instance, have 
sought to refute the labour theory of people are entitled to 
such rights since they are “fruits of their own labor”. They 
argue that AI has also put work into producing results, 
which dismisses the necessity of a human link to such the-
ories [11]. However, their justification is only one side of 
the debate. The problematic topic has not yet wound up, 
which leaves room for future discussions.
2.3.2 Different debates on personhood of AI

Should AI have the same social identity as humans? This 
is an important topic on the ethics of artificial intelligence 
technology on a global scale. In other words, the issue is 
about how humans perceive the social function of an AI 
robot: as an efficient tool, or as a robotic creature with a 
social personality. According to Brown, supporters of the 
latter side have argued that problems would arise as AI 
grows stronger and obtains unpredictable power in which 
humans could fail to respond to. However, critics then re-
fute by claiming that there is little chance that such strong 
AI could be developed [12]. Overall, the debate is still on-
going, with different viewpoints having their own reasons. 
Margret Archer, for instance, has considered AI as quali-
fied for personhood since AI has met the three necessary 
conditions of personhood through their cooperation with 
humans [13]. Nevertheless, Gordon argues that existing 
AIs still have technological limitations that make them far 
from real people [14].

3. Summary of Existing Researches
Overall, the research papers on the ethical issues of arti-
ficial intelligence applications represent a dynamic and 
rapidly evolving field. In general, the academic communi-
ty has a rich discussion on the technical ethics of artificial 
intelligence, and many research results have been formed. 
The existing research can be summarized into three levels: 
individual, social and global. Discussions of AI ethics in 
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politics have been popular at both individual and societal 
levels [4]. In medical field, scholars have also achieved 
great progress in the ethical issue, and have provided very 
detailed analysis in this area [5]. For example, the use of 
AI technology in clinical medicine, the management of 
AI nurses, and the collection of patients’ personal privacy 
data. Nevertheless, the most prevalent category of aca-
demic studies in AI ethics appears to be reviewing that 
summarize the progress in a general scope. The problem 
then arises, however, as the literature being used in such 
reviews is usually too outdated to be reliable in the mod-
ern day where AI progresses in just a blink of an eye. Cer-
tain theory, such as the black box theory, is from as early 
as the end of the twentieth century, yet is still used to sup-
port the lack of transparency in machine learning. Tech-
nology has surely changed disruptively since then, which 
proves the unreliability of the theory under the modern 
context. Moreover, little research has been done on the 
ethics of human-AI co-creation. Possible topics may in-
clude investigating AI in the field of education. This area 
is of great importance considering the popularity of AI art 
generators. Therefore, further studies are still needed to 
cover this area of great significance.

4. Perceiving and Using AI with Open-
ness and Positivity
Personally, although the current technical ethics discus-
sion on the application of artificial intelligence is very 
popular, and artificial intelligence technology often has 
some problems in practice, the discourse on ethics of AI 
appears to be overestimating the damage that AI could do 
to the human world, with a disproportionate amount of 
concerns both outside and inside the academic world. The 
author therefore believes that it is such negative attitudes 
that are the cause of people reducing AI to sheer tools. 
Apparently, this intelligence is still in its beginning phase, 
which suggests that it possesses unpredictable potential. 
Instead of restraining it so urgently, the fear should rather 
be transformed into an open attitude to test the boundaries 
of humanity, as if AI is part of a thought experiment. By 
testing such limits, the human race could be even more 
united, knowing they are sharing something that is most 
definitely irreplaceable.
However, the current economy may not yet be prepared 
for this experiment, which calls for the need of tackling 
some current ethical issues to establish a foundation. In 
order to do so, education is the primary necessity This 
education not only includes training developers of AI to 
follow the law, but also acquire teaching the general pub-
lic to use AI properly. In the past few years, events of AI 
being used maliciously have appeared. Ayyub, an Indian 

woman, was a victim of such events in 2018. Her face was 
stitched to a female porn star in a video on a pornography 
website [15]. Through education, the public may become 
more aware of the dangers of AI, thereby reducing the in-
cidence of such cases and ultimately partially addressing 
concerns about the safety of AI.

5. Conclusion
In short, research into the ethical application of AI re-
veals a range of challenges to integrating AI into every 
aspect of human life. Through the literature review of the 
existing technical ethics issues on AI applications, this 
study has summarized the relevant views on individuals, 
social, and global ethics, and investigated the complexity 
of algorithms and privacy issues as well as the broader 
implications of AI for human society. The study highlights 
the importance of addressing ethical issues in the develop-
ment and deployment of AI technologies. By investigating 
potential biases and the social implications of applying 
AI and providing an important foundation for the research 
needed by developers, developers and decision-makers to 
ensure that systems meet the ethical standards of AI and 
promote social welfare. The researcher also stressed the 
need for continued vigilance and positive action to elimi-
nate ethical issues related to AI and create a more ethical 
community to study AI. Future research on the ethics of 
AI will address new questions, such as the impact of AI 
on new areas such as self-driving cars, advanced medical 
technologies, and AI-powered decision-making processes. 
More important is the in-depth development of a standard-
ized ethical framework and organizational structure that 
can effectively regulate the use of AI in different appli-
cations. By considering these areas, future research may 
help develop responsible AI technologies and ensure that 
they maximize their potential to benefit humanity while 
supporting ethical values.

References
[1] Kühler M. Exploring the phenomenon and ethical issues of 
AI paternalism in health apps. Bioethics, 2001.
[2] Bi Q, Goodman E, Kaminsky J, Lessler J. What is machine 
learning? A primer for the epidemiologist. american journal of 
epidemiology, 2019, 188(12): 2222-2239.
[3] De-Arteaga M, Romanov A, Wallach H, Chayes J, Borgs C, 
Chouldechova A, Kalai A. Bias in bios: a case study of semantic 
representation bias in a high-stakes setting. Proceedings of the 
Conference on Fairness, Accountability, and Transparency, 2019, 
120-128.
[4] Peters U. Algorithmic political bias in artificial intelligence 
systems. Philosophy & Technology, 2022, 35(2).
[5] Rai A. Explainable AI: from black box to glass box. Journal 

4



Dean&Francis

of the Academy of Marketing Science, 2019, 48(1): 137-141.
[6] Saura R, Ribeiro-Soriano D, Palacios-Marqués D. Assessing 
behavioral data science privacy issues in government artificial 
intelligence deployment. Government Information Quarterly, 
2022, 39(4).
[7] Bordot F. Artificial Intelligence, Robots and unemployment: 
evidence from OECD countries. Journal of Innovation 
Economics Management, 2022, 37(1): 117-138.
[8] Novelli C, Taddeo M, Floridi L. Accountability in artificial 
intelligence: what it is and how it works. AI & SOCIETY, 2023, 
39(4): 1871-1882.
[9] Rodrigues R. Legal and human rights issues of AI: 
Gaps, challenges and vulnerabilities. Journal of Responsible 
Technology, 2020, 4:100005.
[10] Ramli S, Ramli M, Mayana F, Ramadayanti E, Fauzi 

R. Artificial intelligence as object of intellectual property in 
Indonesian law. The Journal of World Intellectual Property, 
2023, 26(2): 42-154.
[11] Jyh-An L, Reto H, Kung-Chung L. Artificial Intelligence 
and Intellectual Property. New York: Oxford University Press, 
2021: 50-72.
[12] Brown D. Property ownership and the legal personhood 
of artificial intelligence. Information & Communications 
Technology Law, 2020, 30(2): 208-234.
[13] Archer M S. Considering AI personhood. Oxfordshire: 
Routledge, 2019: 28-47.
[14] Gordon J S. Artificial moral and legal personhood. AI & 
society, 2021, 36(2): 457-471.
[15] Ayyub R. I was the victim of a deepfake porn plot intended 
To Silence Me. HuffPost, 2018.

5




