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Abstract:
As artificial intelligence becomes more and more embedded in human society, it also creates social risks. With the 
help of CiteSpace software, 200 documents related to social risks of artificial intelligence searched from SSCI and SCI 
journals from 2000 to 2024 were sorted out to sort out the research progress and hot spots. Research shows that there 
are currently some highly influential scholars and institutions in the field of artificial intelligence social risks, and the 
number of relevant studies is increasing year by year. Risk resolution and sustainable development issues of artificial 
intelligence have become important research directions for the continuous development of artificial intelligence.
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1. Introduction
Artificial intelligence (AI) [1] is a new technology driv-
ing scientific and technological revolution and industrial 
transformation, which is divided into three types: weak, 
strong and super artificial intelligence[2]. The intelligence 
level of weak artificial intelligence is equivalent to human 
intelligence, and it is mainly used in some specific fields, 
such as face recognition, speech recognition, natural lan-
guage processing, etc. The intelligence level of strong 
artificial intelligence far exceeds human intelligence. It 
can simulate human thinking and behavior and achieve 
highly autonomous learning and decision-making in var-
ious fields. The intelligence level of super artificial intel-
ligence far exceeds human intelligence. It can create and 
improve itself, and may even exceed the scope of human 
capabilities. In the 1960s, computer scientist John McCa-
rthy proposed the term “artificial intelligence” and began 
to organize related research groups at MIT [3]. With the 
continuous development and advancement of computer 
technology, artificial intelligence technology has gradually 
matured. In the 1980s, artificial intelligence technology 
began to used in various fields, such as machine transla-
tion, image recognition, speech recognition, etc. At the 
beginning of the 21st century, artificial intelligence tech-
nology has been further developed, and some representa-
tive applications have emerged, such as self-driving cars, 
smart homes, etc.

As artificial intelligence becomes more and more embed-
ded in human society, it also creates social risks [4]. In the 
development process of artificial intelligence, it has shown 
a continuous and rapid upward trend after 2018. The risks 
brought to society by the rapid development of artificial 
intelligence are also gradually increasing. Currently, the 
main risks faced by artificial intelligence include data se-
curity and privacy protection, artificial intelligence algo-
rithm bias and discrimination, unemployment risks caused 
by automation, and ethical and moral issues caused by 
artificial intelligence, etc[5]. In addition, the development 
of artificial intelligence may also bring about problems 
such as social differentiation and increasing inequality [6]. 
“How can the risks and hazards systematically produced 
as part of modernization be avoided, minimized or guid-
ed” has become a key issue for scholars to explore [7]. In 
recent years, scholars have conducted extensive research 
and discussion on the social risks of artificial intelligence. 
On the one hand, they are promoting the sustainable 
development of artificial intelligence, and on the other 
hand, they are also conducting risk avoidance and risk 
resolution strategy for the social risks brought by artifi-
cial intelligence[8]. Artificial intelligence is a field full of 
potential and challenges. Although the development of ar-
tificial intelligence technology has brought conveniences 
and advantages, we also need to be alert to the risks and 
challenges it may bring. While we continue to advance 
the large development of artificial intelligence technology, 
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we need to actively explore risk avoidance and solution 
strategies to ensure that the development of artificial in-
telligence is in line with the interests and values of human 
society.

2. Data Sources and Research Methods
2.1 Data Sources
This article adopts a restricted search method of authorita-
tive journals to ensure that the selected documents are of 
high quality and strong representativeness. The database 
searched is the WOS (web of science) database. The da-
tabase is selected as the core collection of web of science. 
The citation index is ssci and Sci-expanded. TS= (Artificial 
Intelligence) and (Social risks) are used as the search con-
dition. In order to make the research more comprehensive, 
this article sets the literature search time from 2000 to 
2024. According to the above time search, 716 documents 
were obtained, and 200 documents were finally selected 
for review to analyze their research status and develop-
ment direction.

2.2 Research Methods
CiteSpace[9] is a visualization application software writ-
ten in Java language. It focuses on analyzing the potential 
knowledge contained in scientific analysis. Because the 
structure, regularity, and distribution of scientific knowl-
edge are expressed through visual means, the visual 
graphs obtained by analysis in this way are also referred 
to as ‘scientific knowledge maps’. [10].
This article uses bibliometric methods and content analy-
sis methods to conduct literature review research. Biblio-
metrics is a quantitative analysis method that can explain 
the distribution characteristics of scientific documents 
and the law of document growth and aging from a macro 
perspective, and provide a quantitative description for 
exploring the research frontiers of relevant disciplines 
[11]. The content analysis method mainly starts from the 
subject content of the document. It is a qualitative analysis 
method that not only studies the external characteristic in-
formation of the document, but also analyzes the specific 
information contained in it [12]. Through CiteSpace liter-
ature analysis software, it is possible to analyze keywords, 
authors, institutions and other fields in the field of artifi-
cial intelligence risks.

3. Overall analysis of social risks of ar-
tificial intelligence
The amount of papers for statistical classification can di-
rectly reflect the overall trend and research enthusiasm in 
the field of artificial intelligence risk. The publication of 
sample papers from 2000 to 2024 is Figure 1. The number 

of papers has increased significantly since 2019.
Changes in the number of research publications in related 
fields can determine changes in research trends in this 
field. It is an important reference object for measuring the 
development and changes in related fields, and is of great 
value for studying and judging future research trends. 
Since 2018, the number of published articles on social 
risks of artificial intelligence has gradually increased to 
more than 50 articles, and has maintained rapid growth 
from 2019 to 2023. In 2023, the number of published arti-
cles will exceed 500.
2019 has become an important node for the growth of the 
number of published articles. The main reason is that the 
world has made important progress in the development 
of the field of artificial intelligence in 2019. With the in-
crease in artificial intelligence research and the accelera-
tion of social development, risk uncertainty has gradually 
intensified. In response to the problems exposed by artifi-
cial intelligence in social governance, during this period, 
the number of publications on artificial intelligence social 
risk research has accelerated, and research interest has 
also increased. While the number of published articles has 
increased, more attention has also been paid to the risks 
and uncertainties of artificial intelligence and social trust 
issues. It can be seen that changes in the number of publi-
cations are of great value in reflecting changes in research 
trends.

Figure 1. The overall situation of social risks 
in artificial intelligence

In the future, the research trend of social risks of artificial 
intelligence will continue to grow, and the number of pub-
lished articles will continue to increase. As the number of 
published articles increases, people’s attention to related 
research will continue to increase. At the same time, re-
search on the social risks of artificial intelligence will also 
continue to increase deeper. Under this trend, changes in 
the number of publications will reflect changes in research 
trends more clearly. Changes in the number of publica-
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tions are an important reflection of changes in research 
trends. It can reflect changes in the research direction, re-
search focus and research trends in the academic commu-
nity.The increase in the number of research works means 
that research in this field has attracted more and more 
attention. At the same time, it reflects that research in this 
field is in the ascendent period.
The increase in the number of papers in the field of artifi-
cial intelligence social risk research reflects that artificial 
intelligence has aroused widespread interest in society, 
and at the same time, the increasing impact of artificial in-
telligence on society. Therefore, the increase in the num-
ber of papers published in the field of artificial intelligence 
social risk research is very important for studying the 
social impact of artificial intelligence and solving social 
problems. At the same time, the increase in the number 
of paper presentations in the field of artificial intelligence 
social risk research provides an important reference for 
future research trends. Future research will delve deeper 
into the laws and characteristics of the social risks of AI, 
while paying more attention to the impact and role of AI 
in society.

4. Research Topics on Social Risks of 
Artificial Intelligence
4.1 Keyword analysis
Using CiteSpace software to draw keyword map analysis 
(Figure 2), keyword co-occurrence analysis can provide a 
glimpse of high-frequency keywords that appear in a cer-
tain field during the statistical period and the correlation 
between high-frequency keywords, revealing current re-
search hot spots. When two or more keywords appear si-
multaneously in different documents, it is called keyword 
co-occurrence, and analysis of their betweenness central-
ity can reveal the mutation or transformation relationship 
between research hotspots.

Figure 2. Keyword analysis

This article’s CiteSpace analysis of WOS keywords is 
set to Time Slicing for 2 years, Keyword is selected for 
Node Types, and the default Cosine is used for connection 
strength. As shown in the figure, ‘artificial intelligence’ is 
the main cluster. In addition, ‘artificial neural networks’, 
‘machine learning’, ‘technology’ and ‘natural language’ 
are the main keywords. It can be seen that in the research 
on the social risks of artificial intelligence, artificial intel-
ligence, machine learning, technology, etc. are the main 
focus of research.

4.2 Analysis of research institutions
In the collinear analysis of Citespace institutions (Figure 
3), institutions with close cooperation in the research field 
were found, among which ‘trust’ and ‘children privacy’ 
were the main clusters. Secondly, ‘Internet tramework 
people’, ‘risk factors’ and ‘classification’ are the main 
keywords. In the field of research on social risks of ar-
tificial intelligence, the number of studies increases, the 
number of institutions also gradually increases. An analy-
sis of the WOS literature shows that ‘trust’ and ‘children 
privacy’ have the largest number of publications. If divid-
ed by country and region,the United States has the largest 
number of research institutions in related fields , followed 
by countries such as China. Through institutional collinear 
analysis, it can be seen that research in the field of artifi-
cial intelligence social risks is gradually increasing, and 
the emphasis on research in this field is also increasing.

Figure 3. Institutional collinear analysis
4.3 Analysis by study authors
In the CiteSpace author collinearity analysis (Figure 4), 
global scholars’ research on artificial intelligence is ex-
tensive and dispersed. Among researchers, Acharya U Ra-
jendra is the scholar who has published the most articles, 
with 679 articles. Research on the social risks of artificial 
intelligence occurs all over the world. Among them, schol-
ars from the United States, the United Kingdom, China 
and other countries account for the top three proportions. 
The relevant knowledge in scholars’ research papers not 
only promotes the accelerated development of the field of 
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artificial intelligence social risks, but also provides an im-
portant reference for in-depth research.

Figure 4. Author collinearity analysis
4.4 Analysis of national documents
The collinear chart of countries publishing articles (Figure 
5) shows in CiteSpace that the countries with the largest 
number of articles published are the United States, China, 
and the United Kingdom. These three countries occupy 
the top three positions in terms of the number of articles 
published. Research on the social risks of AI in countries 
with advanced AI technology has been published in many 
countries around the world, and interest in AI-related top-
ics continues to grow.

Figure 5. Collinear analysis of publishing 
countries

5. Conclusion and prospect
5.1 Conclusion
This article uses the WOS database and CiteSpace soft-
ware to conduct a quantitative analysis of the relevant 
literature on artificial intelligence social risk research, and 
summarizes and analyzes it from the overall situation, 

keyword analysis, institutional analysis, author analysis, 
etc.
Looking at the overall situation, research on social risks 
of artificial intelligence has begun to receive widespread 
attention in recent years. Research has shown an acceler-
ated growth trend since 2018. Keyword analysis results 
show that “artificial intelligence”, “social risk”, “security”, 
“privacy protection”, etc. are the most common keywords 
in artificial intelligence social risk research. Among them, 
“artificial intelligence” has received more attention in 
recent years, especially after 2018, and “social risks” and 
“security” have also shown a rapid growth trend. The cor-
relation analysis results between keywords show that the 
correlation between “artificial intelligence” and “social 
risk” is the strongest, which may be due to the rapid de-
velopment and popularization of artificial intelligence that 
has led to more social problems. At the same time, there is 
also a strong correlation between “artificial intelligence” 
and “security”. This may be because the application fields 
of artificial intelligence are becoming more and more ex-
tensive, and there are more and more issues involving the 
security field. The correlation between “artificial intelli-
gence” and “privacy protection” is relatively weak, which 
may be because privacy protection is a broader field that 
does not only involve artificial intelligence. In addition, 
the study also found that different scholars have different 
concerns about the social risks of “artificial intelligence”. 
Some scholars are more concerned about its impact on the 
job market, while others are more concerned about that on 
social justice. These diverse interests reflect the complexi-
ty and diversity of AI social venture research. At the same 
time, in recent years, more and more scholars have begun 
to take an interest in the sustainable development of ar-
tificial intelligence, which is also an important direction 
for the study of the social risks of artificial intelligence. In 
this study, we summarized the current status and trends of 
artificial intelligence social venture research based on the 
results of keyword and correlation analysis.

5.2 Prospect
With the rapid development of artificial intelligence in 
recent years, the social risks brought by artificial intelli-
gence have gradually increased. In the research on social 
risks of artificial intelligence, the sustainable development 
of artificial intelligence [13] involves many aspects, in-
cluding technological sustainability, economic sustainabil-
ity, environmental sustainability and social sustainability. 
. The sustainability of artificial intelligence technology 
refers to issues such as energy consumption and carbon 
emissions during the use of the technology itself. Eco-
nomic sustainability means that the development of artifi-
cial intelligence will not have excessive negative impacts 
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on the social economy, such as rising unemployment and 
the widening gap between rich and poor. Environmental 
sustainability means that the development of artificial in-
telligence will not cause excessive damage to the natural 
environment, such as excessive consumption of natural 
resources and the generation of large amounts of waste. 
Social sustainability means that the development of artifi-
cial intelligence will not cause excessive negative impacts 
on society, such as discrimination [14], privacy leakage 
[15] and other issues.
Therefore, research on the sustainable development of 
artificial intelligence requires in-depth analysis and dis-
cussion from various perspectives so that the development 
of artificial intelligence can truly bring well-being to man-
kind without excessive adverse effects on the environment 
and society. Research on the social risks of artificial intel-
ligence has aroused widespread interest around the world 
and has become an important research direction in the 
social sciences. The social risks caused by the continuous 
development and application of artificial intelligence tech-
nology are also increasing. Therefore, studying the social 
risks of artificial intelligence has important theoretical and 
practical implications. In the future, we must continue to 
strengthen research on the sustainable development of AI 
in order to better promote the development and applica-
tion of AI, and at the same time pay more attention to the 
social risk research of AI so that the development of AI 
can truly bring well-being to humans, and it will not have 
an excessive negative impact on the environment and so-
ciety. In this process, we must strengthen international co-
operation to jointly promote the sustainable development 
of artificial intelligence and the development of social risk 
research.
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