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Abstract:
Autonomous driving technology, as a revolutionary development in the transportation field, relies on efficient 
and reliable environmental perception systems. Deep learning plays a key role in the environmental perception 
of autonomous driving, with its capabilities widely applied in areas such as signal and sign recognition, semantic 
segmentation, instance segmentation, and SLAM (Simultaneous Localization and Mapping). This study conducts 
research and analysis on the aforementioned key technologies. It concludes that while deep learning technology has 
shown excellent performance in the perceptual systems of autonomous driving, it still faces challenges that require 
further research and resolution, such as generalization performance, real-time requirements, and safety issues.
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1. Introduction
The development of autonomous vehicles began with 
preliminary research in the 1970s and achieved key tech-
nological breakthroughs with the impetus of the DARPA 
Grand Challenge in 2004 [1]. Subsequently, through the 
joint efforts of academia and industry, continuous techno-
logical innovation and commercial trials have gradually 
developed a key technological system including percep-
tion, planning, and control. Autonomous driving technol-
ogy has driven technological innovation in the automotive 
industry, giving rise to new business models and services, 
such as shared mobility and intelligent transportation ser-
vices. It has also posed new challenges and opportunities 
in areas such as the job market [2], laws and regulations 
[3], data security [4], and privacy protection [5].
Perception technology [6] is crucial for autonomous vehi-
cles, as it is the foundation for the vehicle’s autonomous 
driving. It collects and interprets information about the ve-
hicle’s surrounding environment with high precision, in-
cluding identifying road signs, traffic signals, pedestrians, 
vehicles, etc., providing key data for the decision-making 
and control of the autonomous driving system. The effec-
tiveness of perception technology is directly related to the 
safety and reliability of autonomous vehicles, ensuring 
that the vehicle can make accurate responses and deci-
sions in various complex traffic environments and condi-
tions. With the application of advanced technologies such 
as deep learning, perception technology plays a central 

role in improving the environmental adaptability and re-
sponse speed of autonomous vehicles.
The development of perception technology in the field of 
autonomous vehicles has evolved from basic sensor ap-
plications to deep learning algorithms. This includes the 
distance measurement of LiDAR [7], visual information 
processing of cameras, all-weather working capability 
of millimeter wave radar [8], and the subsequent rise of 
advanced technologies based on deep learning such as 
object detection, semantic segmentation, object recogni-
tion, multi-sensor data fusion, and SLAM. The addition 
of these technologies has significantly enhanced the envi-
ronmental perception capabilities of autonomous vehicles, 
enabling them to more accurately understand their sur-
roundings and make safe decisions.
This study mainly explores the progress of perception 
technology in the field of unmanned vehicles using deep 
learning, including the latest developments in signal and 
sign recognition, SLAM, and semantic and instance seg-
mentation.

2. Core Technology
2.1 Signal and Sign Recognition
Signal and sign recognition primarily involves detecting 
and identifying traffic lights, traffic signs, and other traffic 
control devices, as well as recognizing road types, mark-
ers, and road surface markings to assist in driving deci-
sions.

ISSN 2959-6157�

1



Dean&Francis

Initial traffic light recognition employed traditional image 
processing techniques, converting images from the RGB 
color space to HSV [9] or other color spaces, and using 
color information for preliminary screening. Thresholds 
were set in the color space based on the color characteris-
tics of traffic lights for target segmentation. Morpholog-
ical operations such as dilation and erosion were used to 
improve segmentation results and remove noise. However, 
this method is sensitive to lighting and background color 
changes, has poor robustness, and struggles with occlu-
sions and complex backgrounds. With the widespread 
application and rapid development of machine learning, 
image features (such as shape, texture, color) were manu-
ally extracted, and traditional machine learning algorithms 
like Support Vector Machines (SVM) [10] and Random 
Forests [11] were used for classification, improving recog-
nition accuracy by introducing feature selection and clas-
sifiers. Using CNNs to automatically learn the features of 
traffic lights [12] eliminated the need for manual feature 
design, and recognition accuracy significantly improved 
with extensive data training. Research [13] compared six 
color spaces with three deep learning network models and 
concluded that the combination of RGB color space and 
the Faster R-CNN model was the optimal solution. Jensen 
M. B. et al. [14] deeply discussed the evaluation methods 
for TLR systems, proposed a universal evaluation frame-
work, and released a public dataset based on stereo cam-
era shots of the American road, including annotated video 
sequences under various lighting and weather conditions, 
with high diversity and continuity. The YOLO algorithm 
[15] treats the object detection task as a single regression 
problem, directly mapping from image pixels to target cat-
egory probabilities and bounding box coordinates. With 
the development from YOLOv5 to YOLOv8, performance 
has continuously improved, introducing more advanced 
feature fusion mechanisms, attention mechanisms, and 
more refined bounding box prediction methods. Although 
deep learning-based object detection models have signifi-
cantly improved the accuracy of vehicle detection, exist-
ing technologies still face challenges in low-light night 
conditions and adverse weather conditions. Huang, J. et 
al. [16] used the Coordinate Attention mechanism CA to 
enhance the model’s ability to capture global and local 
features, and improvements to the ELAN structure made 
the model more adaptable to noise interference in night 
environments, enhancing feature extraction accuracy.
Autonomous vehicles perceive their surroundings and 
understand road conditions and traffic situations by rec-
ognizing traffic signs. Traffic signs provide essential en-
vironmental information and instructions for autonomous 
driving systems, ensuring vehicles can travel safely and 
compliantly, making it crucial for autonomous systems to 

correctly recognize traffic signs. Although there are var-
ious types of traffic signs, upon careful observation and 
analysis, in China, traffic signs can be categorized into 
three major categories: directional signs, warning signs, 
and prohibitory signs [17]. Warning signs are mainly used 
to alert drivers to upcoming road conditions or hazards 
so they can take necessary actions. These signs typically 
have a yellow background with black patterns, designed 
to attract the driver’s attention and vigilance, such as 
sharp curves, slopes, animal crossings, etc. Prohibitory 
signs are used to regulate certain behaviors under specif-
ic conditions to maintain traffic order and safety. These 
signs usually have a red circular background with white 
patterns, such as no stopping, no left turn, no overtaking, 
etc. Directional signs are used to instruct drivers on the 
actions they should take or to indicate the direction and 
destination of the road. These signs typically have a blue 
background with white patterns, such as road names, 
directional indicators, service areas, exits, etc. Huang Z. 
et al. [18], based on the above characteristics, simulated 
the different stimuli our eyes receive from the three types 
of visible light and proposed a segmentation algorithm 
that can effectively cope with the impact of lighting and 
weather conditions on the algorithm. Barnes, N. et al. 
[19] analyzed the edges of the image and efficiently de-
tected the positions of regular polygons through a method 
of dimensionality reduction followed by dimensionality 
increase. Jonathan M. et al. [20] used CAE to construct 
a convolutional neural network to effectively recognize 
traffic signs, and subsequently Dan [21], Sermanet P. [22], 
Zeng, Y. et al. [23] and others successively optimized the 
model structure, continuously improving the network’s 
generalization ability and robustness.

2.2 Semantic and Instance Segmentation
Semantic and instance segmentation are two important 
tasks in computer vision, both involving the classification 
of every pixel in an image. Semantic segmentation [24] 
assigns each pixel in an image to a specific category label, 
such as person, car, building, etc., focusing on distinguish-
ing instances of all categories in the image, but without 
differentiating between different instances of the same ob-
ject class. Instance segmentation [25], as a combination of 
object detection and semantic segmentation, not only dis-
tinguishes instances of all categories in the image but also 
differentiates between different instances of the same ob-
ject class, assigning a unique label to each object instance 
in the image and performing pixel-level classification.
Traditional semantic segmentation methods are usually 
based on low-level image features (such as color, texture, 
etc.) and classic computer vision techniques (such as 
image segmentation algorithms and feature extraction). 
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These methods work well with small datasets and simple 
scenes but perform poorly in complex scenes and large-
scale datasets. With the rise of deep learning, especially 
convolutional neural networks (CNNs), significant prog-
ress has been made in semantic segmentation. CNNs can 
end-to-end learn image features and semantic information, 
thereby improving the accuracy and efficiency of segmen-
tation. For example, FCN (Fully Convolutional Network) 
has greatly advanced the field by converting fully con-
nected layers to convolutional layers, enabling pixel-level 
semantic segmentation.
Traditional instance segmentation methods usually 
combine object detection and segmentation algorithms, 
first detecting the bounding box of an object, and then 
segmenting the object within each bounding box. These 
methods face challenges in accuracy and efficiency, espe-
cially in cases of object occlusion, overlap, and complex 
backgrounds. In recent years, with the advancement of 
deep learning technology, especially deep learning models 
such as Mask R-CNN [26] that combine regional propos-
al networks (RPN) and semantic segmentation, instance 
segmentation has made significant breakthroughs. These 
models can not only detect the location of objects but also 
accurately segment the pixels of each object, effectively 
dealing with complex scenes and situations of multiple 
object overlaps.

2.3 SLAM (Simultaneous Localization and 
Mapping)
SLAM, which stands for Simultaneous Localization and 
Mapping, is a key technology in fields such as robot-
ics, autonomous driving, and unmanned aerial vehicles. 
SLAM is designed to enable autonomous navigation and 
map construction for robots or autonomous vehicles in 
unknown environments. As the name implies, SLAM en-
compasses localization and map construction, requiring 
the determination of the vehicle’s exact location in the 
environment and the creation of a detailed map of the 
environment, including the ground, obstacles, and other 
features.
The technology of SLAM was first proposed in the 1980s, 
primarily using sensors such as LiDAR for environmental 
measurement and positioning [27]. LiDAR SLAM obtains 
accurate distance and direction information of the envi-
ronment through LiDAR [28], while visual SLAM uses 
visual information captured by cameras for environmental 
understanding and positioning. Visual SLAM is mainly 
divided into two major categories: feature-based methods 
and direct methods. Feature-based methods rely on feature 
point matching in image sequences, while direct methods 
directly use image pixel information for pose estimation 
[29]. In visual SLAM systems, the presence of dynamic 

objects can significantly affect system performance, po-
tentially causing inaccurate positioning and a decline in 
map construction quality. To reduce the impact of dynam-
ic objects on visual SLAM systems, researchers have pro-
posed various deep learning-based methods: using object 
detection networks to identify and locate dynamic objects 
in the image, and identifying the category of each object 
by drawing candidate frames for the objects. For example, 
the Detect-SLAM system uses the SSD network for object 
detection to improve the robustness of SLAM in dynam-
ic environments. By using deep learning networks for 
pixel-level semantic segmentation, dynamic areas can be 
more accurately identified and removed, thereby improv-
ing the system’s accuracy. For instance, DS-SLAM com-
bines the semantic segmentation network SegNet and mo-
bile consistency detection methods to reduce the impact 
of dynamic objects and generate a dense semantic octree 
map. Instance segmentation can also achieve pixel-level 
classification and locate different instances in the image, 
suitable for precise segmentation in complex dynamic en-
vironments. For example, DynaSLAM [30] utilizes Mask 
R-CNN for instance segmentation to enhance the robust-
ness of visual SLAM in dynamic environments.

3. Conclusion
Autonomous vehicles face challenges in handling com-
plex scenarios and enhancing real-time performance and 
accuracy, especially in high-speed moving traffic environ-
ments where these technologies require faster response 
times and higher precision. Future research and devel-
opment will need to focus on integrated solutions that 
combine multiple perception technologies to enhance the 
robustness and reliability of the overall perception system. 
Deep learning models will place greater emphasis on the 
diversity of datasets and the generalization capabilities of 
models to improve the reliability and safety of the system 
in the real world. Perception is only the first step in the 
decision-making of autonomous driving systems; future 
development will pay more attention to transforming 
perceptual information into safe and efficient driving deci-
sions.
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