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Abstract:
Electroencephalographic (EEG) measurements are widely employed in medical and research fields. This review shows 
the application of EEG machine learning in diagnosing and detecting schizophrenia (SZ), as well as gives the brief 
background, some diagnostic methods and treatment of SZ with EEG, the latest research findings due to the time of 
publication, and the advantages and disadvantages of EEG compared to other diagnoses.
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1. Introduction
SZ is one of the costliest mental disorders and typically 
manifests early, between the ages of 15 and 30. It can lead 
to cognitive impairments or positive psychotic symptoms 
such as delusions and hallucinations, as well as the social 
and economic impact of which on both society and fami-
lies are substantially negative, and the early detection and 
treatment of SZ have a positive significance in managing 
SZ effectively [1]. The methods for diagnosing SZ can be 
generally divided into two types: the first involves early 
experiential diagnoses using well-defined criteria, and the 
second are the scientific diagnoses with equipment. The 
first diagnostic method is based on the conclusion of ex-
perience from lots of authoritative doctors and scholars, 
so it has a very high accuracy when diagnosing SZ , and 
importantly, it does not cause any physical harm to the 
patient. But clearly, this method cannot diagnose and pre-
vent SZ at an early stage, so it may delay the treatment of 
SZ [2]. The second diagnostic method requires different 
various equipment. For instance, electroencephalography 
(EEG), single photon emission computed tomography 
(SPECT), magnetic resonance imaging (MRI) etc. These 
methods mostly images with the use of penetrating ra-
diation or changes in the body’s electromagnetic fields. 
Moreover, most of them do not invade the human body, 
ensuring the safety of physical health. Here is an example 
with MRI. MRI has very high accuracy and could detect 
changes in the human body at an early stage, which pro-
vides a significant advantage in diagnosing diseases and 
preventing situation becoming worse [3]. However, as 
MRI technology advances and clinical practices become 

more complex, safety issues are also increasing. Issues 
such as projectile forces, risks related to biomedical im-
plants, and device malfunctions are causing injuries to 
both staff and patients.
EEG, as a non-invasive measurement, detects the elec-
trical signal transmission between brain neurons and 
translates these signals into an electroencephalogram to 
analyze brain function and activity states. It ensures phys-
iological safety for the body at a very low cost, making it 
an ideal method for detecting SZ [4]. When brain cells are 
activated, they generate local currents. These currents are 
mainly consisted of Na+, K+, Ca2+, and Cl- ions [5], and 
conductive electrodes of the EEG measurement attached 
to the scalp record the changing currents of the brain 
waves in the form of data. By processing this data, images 
of brain activity could be generated.

2. Brainwaves Original Signal Groups
Brainwave signals can be divided into four types: δ waves 
(0.5-4.0 Hz), θ waves (4-8 Hz), α waves (8-13 Hz), and 
β waves (13-30 Hz) [5]. Electrodes are uniformly dis-
tributed across the scalp, as shown in Figure 1, to record 
the brain signals. Additionally, they could record data in 
multiple channels to increase accuracy. Among the four 
waves, α waves are the most common brain waves, and 
appear when adults are relaxed or have their eyes closed. 
During activities like thinking or mental calculation, α 
waves increase significantly. β waves typically appear 
when the eyes are open, during wakefulness, or in situa-
tions of strong mental activity, such as alertness or ner-
vousness. θ waves appear in the beginning of sleep, while 
δ waves appear in deep sleep.
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Figure 1 EEG electrode placement on the 
scalp [5]

3. Machine Learning in EEG
When researchers acquire EEG data from experimental 
subjects, there are various ways to process it, and machine 
learning (ML) is one of the most traditional, but also one 
of the most convenient and efficient methods to utilize. 
Machine learning is used to quickly analyze data, and 
through the training process, the machine also becomes 
more efficient at producing results [6]. In Machine Learn-
ing (ML), EEG data firstly undergoes preprocessing to 
ensure efficient operation on the equipment, followed by 
analysis using machine learning classification methods 
such as random forest (RF), logistic regression (LR), sup-
port vector machines (SVM), k-nearest neighbors (KNN), 
and decision trees (DT), among others.

4. Search Method
The study uses the Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses (PRISMA) [7] 
guidelines to classify and select studies using the key-
words “Electroencephalographic measurements”, “EEG”, 
“schizophrenia”, “machine learning”, and selects studies 
related to the topic from valid citation databases includ-
ing Nature, Google Scholar, Frontiers, IEEE, as shown 
in Figure 2. The selected 108 Studies range from 2015 to 
2023. The author first identifies and removes 16 duplicate 
Studies by searching for the same keywords. Then, using 
AI detection and keywords searching methods, 31 com-

pletely unrelated Studies are excluded. Due to the initial 
search scope being too broad, the remaining studies need 
to be filtered to ensure their relevance to the topic. The 
first filter, using the keyword “ML” (Machine Learning), 
successfully excludes 16 studies. Since this study will pro-
vide a detailed analysis of datasets, 35 studies that do not 
mention datasets are filtered out. The remaining 10 studies 
are highly relevant to the topic and will be the main tar-
gets for analyzing.

Figure 2 Studies selecting process using 
PRISMA

5. SZ Diagnoses using Machine Learn-
ing
Table 1 summarizes the details from 10 studies, including 
data preprocessing skills, classification methods, datasets, 
accuracy and more on.
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Table 1 Studies using Machine Learning for SZ diagnoses

As shown in Table 1, very high accuracy could be 
achieved by using data processing method called wCLA, 
which is larger than 91.75%. The accuracy could even 
reach 100% when using the RF classification method [11], 
meaning that complex but systematic data preprocessing 
steps may help to achieve higher accuracy. Moreover, 
study [12] used machine learning methods to analyze 
EEG data by choosing different features, achieving nota-
ble accuracy. Study [15] combined LPS and CSD to create 
a new method, which resulted in higher accuracy with this 
new approach. These examples reflect the diversity and 
multiple choices of machine learning in analyzing EEG 
data. Additionally, two studies [10, 16] mention or use no 
data preprocessing, resulting in lower accuracy, meaning 

that data preprocessing plays a quite essential role in EEG 
data analysis. Moreover, despite the fact that the same 
data preprocessing methods have been used, the accuracy 
of different classification methods varies significantly [15, 
26]. For instance, in study [16], the accuracy of the RF 
reached 68.6%, while SVM only achieved 58.2%. This 
indicates that it is important to choose the appropriate 
classification method under the same data preprocessing 
method. Two studies [13, 17] using the Butterworth filter 
achieve good accuracy, the accuracy reported in study 
[9] is less certain. In study [12], under the same data pre-
processing and classification methods, choosing different 
numbers and types of features affected the accuracy, in-
dicating that feature selection and optimization are very 
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important in improving accuracy. In these 10 studies, most 
researchers tend to use private datasets, while some use 
publicly available datasets from institutions.
The results show that researchers using publicly available 
datasets provided by institutions tend to achieve very high 
accuracy. In contrast, studies using private datasets show 
varying accuracy—some are very high, while others are 
quite low. This might indicate that public datasets are of 
high quality, whereas private datasets, due to a lack of 
standard regulation and careless collection methods, may 
have quality issues, ultimately affecting the accuracy of 
the experiments. The results also emphasize the impor-
tance of data preprocessing and classification methods in 
EEG signal processing and highlight the crucial role of 
balancing these two in machine learning.

6. EEG Datasets for SZ Analysis
From Table 1, it can be concluded that most researchers 
tend to involve volunteers in data collection experiments 
with full informed consent in order to collect private data-
sets [10, 11, 12, 16, 17]. This may be due to the lack of 
publicly accessible datasets or researchers’ doubts about 
public datasets. The collection of datasets does not follow 
strict, widely-recognized standards, which leads to both 
private and some public datasets lacking quality. The root 
of the problem is that machine learning lacks universality, 
causing researchers to choose data collection methods 
based on the data preprocessing and classification meth-
ods that they use, that might explain why private datasets 
are often more relevant to the corresponding study. As a 
result, private datasets are often only suitable for single 
studies. However, issues of law and morality limit the 
circulation of these datasets, making it challenging to 
build a comprehensive public dataset. Despite this, some 
institutes and public databases have been providing large 
amount of publicly available EEG data for diagnosing SZ 
to deal with the challenge. For instance, some researchers 
conduct studies using data provided by Institute of Psychi-
atry and Neurology in Warsaw [8, 9, 14], while others use 
the database from FePsy Study [15].

7. Challenges in EEG Detection of SZ 
using ML
In EEG detection on SZ using traditional machine learn-
ing, the choice of different databases, data preprocessing, 
classification methods, and learning algorithms directly 
impacts accuracy. This makes the application of ML too 
complex, and a set-up ML environment could not be 
easily transferred to other studies, indicating that ML’s 
self-learning capability is quite weak. Additionally, due to 
the privatization of datasets and ethical and legal issues, 

the construction and development of large public data-
bases face huge challenges. Handling these challenges 
requires enhancing the open access of data, promoting and 
resolving ethical and legal concerns, to effectively apply 
ML in research and practice.

8. Conclusion
This study presents the definition of SZ and some detec-
tion methods, the specific principles and advantages of 
using EEG, as well as the application of ML in EEG data 
analysis on SZ. While ML can effectively address the is-
sue of SZ detection, it still requires precise control over 
certain conditions, such as datasets and data preprocessing 
etc. Additionally, challenges like building large public da-
tabases and improving ML’s applicability across multiple 
scenarios still need to be addressed. It is hoped that these 
issues will be solved in the future.
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