
Dean&Francis

606

Application of Linear Programming in Automatic Pricing and 
Replenishment Strategies for Vegetable Commodities

Zhengyi Bai1#, Miao Chen2, #,*, Hanzhang Wang3, Zhilin Wen4, Chuwen Zhan5

1Department of Mathematics, Fudan University, Shanghai, 200433, China
2Division of General Studies, University of Illinois at Urbana-Champagne, Urbana, 61801, United States

3JSerra Catholic High School, Sna Juan Capistrano, 26351, United States
4Department of Mathematics and Statistics, Huazhong University of Science and Technology, Wuhan, 430074, China

5Jinan Foreign Language School, Jinan, 250000, China
*Corresponding author: miaoc3@illinois.edu

Abstract:
Vegetable commodities are indispensable parts of the current consumer market. Vegetables possess different 
characteristics such as seasonality, perishability and so on. Thus, it is critical to formulate reasonable automatic pricing 
and replenishment strategies for vegetable commodities. However, previous kinds of literature have either ignored some 
of the attributes of vegetables or restricted their application regions to some specific situations. This review compares 
the pros and cons of diverse linear programming methods and models in previous research, synthesizes the core method, 
and finally concludes with two relatively reasonable algorithms for pricing and replenishment strategies. It also gives an 
evaluation of these two algorithms and proposes suggestions for improvement. The purpose of this review is to provide 
guidelines for subsequent research to optimize existing methods and models to work out more objective and accurate 
optimal strategies. Ultimately, vegetable sales and supply can better meet the market demand, which can help rejuvenate 
economic vitality and bring in higher profits at the same time.
Keywords: Linear programming; pricing strategy; replenishment strategy; vegetable commodities.

1. Introduction
The booming social economy and improving living quali-
ty led to sustained and active growth in the consumer mar-
ket in China. Fresh commodities are the rigid demand for 
consumer products that can safeguard people’s livelihood 
and maintain social stability. What’s more, vegetables are 
indispensable fresh commodities in people’s daily lives, 
with nutrients beneficial to human health. Therefore, the 
market scale for fresh commodities is huge. However, 
vegetables possess natural attributes such as periodicity, 
seasonality, perishability, and vulnerability, coupled with 
different purchase costs caused by varieties and different 
origins of vegetables. Thus, formulating reasonable pric-
ing and replenishment strategies is significant for green-
grocers.
With better automatic pricing and replenishment strate-
gies, vegetable sales can better meet the market demand 
and achieve good economic and social benefits, which is 
beneficial to rejuvenate business vitality and bring in high-
er profits at the same time. However, Previous research 
has simply focused on formulating pricing strategies or 

replenishment strategies in some specific situations or ig-
noring some attributes of vegetables [1-3]. For example, 
some research strategies do not take vegetables’ attributes 
like seasonality and periodicity into account and can only 
be applied to a particular time context [1]. Other research 
strategies are limited to small and medium size shopping 
malls, ignoring supermarkets [2]. In conclusion, these 
strategies lack universality.
This review synthesizes methods and models of linear 
programming’s application in automatic pricing and re-
plenishment strategies for vegetable commodities from 
previous research. By comparing their strengths and 
weaknesses, it points out the research gap in the current 
area. The purpose of this review is to compare different 
influencing factors in vegetable commodities and to pro-
vide guidelines for future research to find out more objec-
tive and accurate optimal strategies.

2. Methodology
2.1 General Explanation
This review generally summarizes the method of linear 
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programming for automatic pricing and replenishment 
strategies for vegetable products. The objective function 
(usually the profit function) and its constraints can be con-
verted into a linear programming problem in the standard 
form. The standard form is as follows:

 
min z c x
s t Ax b. . ,

x

=

≥

=

T

0,

,
 (1)

where A b c∈ ∈ ∈R R Rm n m n× , , , r (A m) = , r (A) is the 
rank of matrix A.
Usually, the final goal of solving this kind of problem is 
to work out an optimal feasible solution for the objective 
function. Before finding the optimal feasible solution, we 
need to calculate an initial feasible solution. The standard 
form needs to be transformed into the canonical form fur-
ther.
Assume B as a sub-square matrix A of rank m, which is 
a basis. m linearly independent column vectors in matrix 
B are base vectors. Similarly, m components of variable 
x corresponding to the basis are basic variables, and the 
rest of the components are non-basic variables. Denote the 
sub-matrix of matrix A as N, removing the columns of the 
basis matrix B. N is called a non-basis matrix. Transform 

c and x into corresponding blocks, c x= =
   
   
   c x
c x

N N

B B, . 

Then, the standard form can be converted to the canonical 
form:

 







min z c B b c B N c x

s t x B Nx B b. . ,
x x

B N

B N

= − −

+ =
≥ ≥

B B N N
T T T

0, 0,

− −1 1

− −1 1( ) ,

 (2)

The canonical form is characterized by that the objec-
tive function simply contains non-basic variables and 
basic variables in the constraint matrix correspond to 
the unit matrix. If all the non-basic variables take the 
value of zero, which means xN = 0, the solution ob-

tained x = =
 
 
 x

x

N

B B b
0

−1

 is called the basic solution. 

When B b−1
≥0 , the basic solution x becomes the basic 

feasible solution, and the corresponding base B becomes 
the feasible base.

2.2 Simplex Algorithm
Simplex algorithm is used as a general method to work 
out the optimal feasible solution in linear programming 
problems. For the convenience of calculation, a simplex 
table can be listed. Table 1 shows the initial simplex table.

Table 1. Initial simplex table
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x a a a b
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m m m m m mn m
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In the first line, fill in the coefficients of the objective 
function in the canonical form (Let coefficients of all 
basic variables be 0 since the coefficients do not contain 
basic variables) 0,0, ,0, , , , σ σ σm m n+ +1 2 ; Then, list the 

constant term of the objective function z c B b(0) = T
B

−1  in 
the table. From Table 1, an initial basic feasible solution 
X b b b(0) = ( , , ,

1 2
' ' ' 

m
,0, ,0)T  and the corresponding ob-

jective function value z(0)  can be found clearly.

In Table 1, σ
j
( 1, , )j m n= +   are check numbers. After 

calculating check numbers, the optimality test can be per-
formed to verify each solution’s optimality. If the test fails 
to prove, then the basic feasible solution needs replacing, 
and repeated iterative operation will work out the final 
optimal feasible solution. In the process of concluding a 
feasible solution, this method utilizes the principle that the 
optimal solution of a linear programming problem corre-
sponds to the vertices of the feasible domain.
For some special cases, if the original problem does not 
possess an obvious initial feasible basis, m slack variables 
need to be introduced as an auxiliary problem. Then, it 
can be transformed to a standard form again as follows:

 

min g Ix

s t Ax x b. . ,

x x, 0,

+ =

=

a
≥

a

a
,

 (3)

Denote the original problem’s feasible region as D and 
the auxiliary problem’s feasible region as D’. x D∈  and 

 
 
 0

x
∈D '  are equivalent obviously. When  

 
 0

x
∈D ' ∈ D’ 

exists, if and only if min g = 0, it is allowed to obtain the 
initial solution by solving the auxiliary problem.

3. Method A
3.1 Method Introduction
Convert strategies into a linear programming problem by 
constructing an objective function with reasonable con-
straints to maximize profits. By calculating the predicted 
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daily sales and unit cost of each category of vegetable, the 
optimal feasible solution can be worked out by the sim-
plex algorithm.

3.2 Construct Proper Models to Predict Daily 
Sales
Firstly, Draw ACF (Auto-correlation Function) diagrams 
to analyze the correlation between time series data and 
different time lags for each vegetable category [4]. It 
means to calculate total sales auto-correlation coefficients 
(covariances) for each category of vegetables between 
January and other months in order. Below is the covari-
ance formula to calculate total sales auto-correlation coef-
ficients between January and other months:

 ρxy = =
D X D Y
COV X Y
( )

( ,
(
)
) σ σ

σ

x y

xy  (4)

Where x is one day’s total sales in January and y is the 
corresponding one day’s total sales in other months.
Then, models can be chosen to predict vegetables’ daily 
sales in the coming week according to the trend of vegeta-
bles’ ACF diagram in each category. Winters’ multiplica-
tive model and seasonal model can be built to predict the 
daily sales in the next week [5,6]. The equations in Win-
ters’ multiplicative model are the horizontal smoothing 
equation, trend smoothing equation, seasonal smoothing 
equation, and prediction equation respectively:
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The equations in the seasonal model are the horizontal 
smoothing equation, seasonal smoothing equation, and 
prediction equation respectively:
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where m is cycle length, α is horizontal smoothing pa-
rameters, β is trend smoothing parameter, γ is seasonal 
smoothing parameters, is time raw value, and is prediction 
in period h.

3.3 Calculation of Unit Cost
Calculate the unit cost of each category of vegetable.
 B C L= × +(1 )  (7)
where B is unit cost, C is wholesale price, and L is deple-

tion rate.

3.4 Linear Programming for Working Out 
Strategies
The most significant method is to establish an objective 
function that maximizes profits. The objective function 
and its constraints are as follows:

st.
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Constraints: the daily supply for each category of vegeta-
bles should not be less than the daily sales volume; each 
type of vegetable’s future daily replenishment should not 
be more than the maximum daily sales volume of each 
category in the previous three years; pricing for each cat-
egory of vegetables should not be less than 110% or more 
than 150% of unit cost; depletion on daily replenishment 
should not be more than the maximum daily average 
depletion of each category of vegetables in the previous 
three years.
where S is daily sales volume, R is daily replenishment 
volume, P is pricing, B is unit cost, and L is average de-
pletion rate. The final optimal solution for pricing and re-
plenishment can be worked out by the simplex algorithm.
The final optimal solution for pricing and replenishment 
can be worked out by the simplex algorithm.

4. Method B
4.1 Method Introduction
Fill the vacant data and do data analysis. Build a 
LightGBM Sales Forecasting Model to predict vegeta-
ble sales [7,8]. Then, take advantage of the least squares 
method to find out the functional relation between total 
daily sales and replenishment for fresh products. Finally, 
the optimal pricing and replenishment strategies can be 
worked out.

4.2 Analyses Before Building the Model
4.2.1 Sliding time window analysis

Sliding time window analysis can be used to make up for 
the vacant data on total daily sales for each category of 
vegetable. Denote the data time intervals as [T T T1 2, , ,··· n ]  
and assume the time intervals are the same length. Sup-
pose [T T T Ti i i i n, , , ,+ + +1 2 ··· ]  to be a sliding window. Figure 
1 shows that the data will be updated to fill in the missing 
data as the window slides to the subsequent time interval.
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Fig. 1 Explanation diagram of Sliding time 
window [7]

where i  is a natural number, ti  represents a time point, Ti  

stands for the time interval between ti−1  and ti.

4.2.2 FCM algorithm analysis

By using the FCM (fuzzy c-means) algorithm, the core 
method is to separate n data points into k fuzzy clusters 
and discover each cluster’s center, in order to minimize 
the value of the objective function [9, 10]. Suppose 
X x x x={ , ,1 2 ···, }n  to be n data samples; suppose c to data 
sample classifications’ number in the constraint 2≤ ≤c n
; assume { , , , }A A A1 2 ··· C  as the corresponding c classifi-
cations; assume U as the similarity classification matrix; 
let { , , , }v v v1 2 ··· c  be the clustering center of each category; 

let µk  ( xi )  be sample xi ’ s degree of affiliation to class 

Ak  (abbreviated as µik ).  Finally, Jb  can be obtained as 
the objective function in the below. The goal of the FCM 
algorithm is to discover an optimal classification that out-
puts the minimum value jb.  When the minimum loss is 
reached, each class’s clustering centers and each sample’s 
degree of affiliation will be obtained.

 J v db ik ik(U, ,) =∑∑
i k= =

n c

1 1
(µ )b ( )2  (9)

 d d x v x vik i k ij kj= − = −( ) ∑
j

m

=1
( )2

,  (10)

where b  is a weighting number with constraint 1≤ < ∞b , 
dik  is the distance between xi  and the center of class k  in 
sample i , m  is the sample features’ quantity,  

∑
j

c

=1
µ j i(x i n) = =1, 1,2, , .

4.2.3 SWOT analysis

Based on SWOT analysis [11], it is possible to simulate 
the competitive strengths and weaknesses, opportunities, 
and threats in the market, which can help explore the 

factors affecting the pricing of vegetables in the market. 
According to temporal features that have been obtained, it 
can be analyzed that there is a relationship between price 
and supply. It means that the relationship function can be 
established by using the least square method.

4.3 Use LightGBM Sales Forecasting Model 
and Work out the Strategies
Establish the function to predict daily sales by using the 
LightGBM Sales Forecasting Model:
 y b w x w x w x= + + + +1 2* * ... * ,2

n
n  (11)

where x is the volume of daily sales for each type of veg-
etable, y is the daily average price for each type, wi  is the 
coefficient of the polynomial, and b is the intercept.
The coefficients of the polynomial can be adjusted by us-
ing the least squares method to minimize the sum of the 
squares of residuals between data points and the fitting 
curve. Then, the problem can be converted to a function 
similar to a linear programming problem:

 (w b argmin f x y* *, ) = −∑ i

m

=1( ( i i) )2 .  (12)

Calculate two parameters: w* and b* . The function can be 
solved by finding the polynomial’s partial derivatives:
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)
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 (13)

The optimal solution of w  and b  can be obtained when 
the equations above equal to 0. The pricing strategies can 
be worked out in the equations below:
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(
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i
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y x xi i

m
1
(

(
)

− )
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 (14)

In conclusion, the optimal strategy for pricing can be 
obtained by substituting the predicted sales from the 
LightGBM Sales Forecasting Model into the polynomial 
equation and solving a linear programming problem under 
the least squares method. The replenishment strategy can 
be worked out by inputting price values into the relation-
ship function between price and supply.

5. Conclusion
This review synthesizes methods and models in some pre-
vious research, by comparing their advantages and disad-
vantages, to find an optimal strategy for automatic pricing 
and replenishment of vegetable commodities. Previous 
research pays less attention to the demand and supply of 
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vegetables at different periods from an overall perspective 
or ignores some of the attributes of vegetables. Thus, this 
review summarizes two methods, which use more scien-
tific and systematic mathematical approaches to study and 
analyze the vegetable market by considering production 
and marketing activities based on the actual situation. In 
method A, the algorithm process is simpler. For example, 
the ACF diagram is easy to draw; thus, the prediction of 
total sales for each category of vegetables is simpler. In 
method B, the solution is more accurate. For example, 
models used in this method are trained with big data, 
which makes the results more scientific.
However, there are still some limitations to the two meth-
ods mentioned in this review. In method A, using tradi-
tional vegetable categorization may produce some errors 
in the sales forecasting process. It means that it cannot 
ensure the sales of different types of vegetables under the 
same category are as similar as possible. In method B, 
both the Polynomial Fitting Model and LightGBM Sales 
Forecasting Model need testing, which makes the process 
longer. What’s more, model training requires more steps 
and costs a lot of time.
This review hopes to provide future research with guide-
lines to conclude optimal strategies more objectively and 
accurately. Finally, the consumer market in vegetable 
commodities can achieve a balance between sales and 
supply, rejuvenate economic vitality, and bring in higher 
profits at the same time with improved automatic pricing 
and replenishment strategies.
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