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Abstract:
This research aims to research the basic fractional frequency division. This article first introduces the theory of the dual-
mode prescaler method, and then use this method to calculate the number of integer frequency divisions and show that 
how to achieve the target fractional division ratio. after that, Verilog code is used to implement fractional frequency 
division, and using simulation to show the operation of the divider. The simulation shows that the designed fractional 
frequency divider can be implemented by evenly inserting different values of integer frequency dividers. However, 
the experiment in this article may has time error in the output signal, because the accurate 50% duty cycle cannot be 
achieved. In addition, the frequency division period is not completely uniform. Finally, the challenges and limitations of 
fractional frequency division technology in theory and practice will be summarized.
Keywords: fractional frequency division; digital integrated circuit; simulation experiment.

1. Introduction
The integrated circuit industry was keep evolving over the 
past few decades, particularly the advances in transistor 
miniaturization and the integration of multiple functions 
onto a single chip. In the post-Moore era, the focus of 
integrated circuit technology has shifted from simple size 
reduction to improving power efficiency, performance, 
and overall system integration. One of the important tech-
nological breakthroughs was the development of multi-
gate transistors which provided better performance and 
lower power consumption. In addition, the emergence 
of new materials and packaging technologies has also 
enabled integrated circuits to have better capabilities 
compared with traditional silicon-based technologies [1]. 
Moreover, with Moore’s Law reaching the physical limit, 
the traditional planar transistor structure has been unable 
to satisfy the requirements of further shrinking size and 
lower power consumption. Therefore, there are increasing 
number of new technologies, such as FinFET (fin-type 
field effect transistor) technology, which will become the 
mainstream of current CMOS technology [2].
PLL is a circuit widely used in modern power electron-
ic equipment. The primary function of PLL is to detect 
the phase angle of an input signal and use closed-loop 
feedback to lock onto that phase angle, ensuring that the 
output signal remains synchronized with the input signal. 
In other words, PLL includes phase detectors, controllers, 

and a feedback loop to provide fast and stable phase track-
ing capabilities in a variety of applications.  For example, 
grid synchronization: In grid-connected inverters, PLL is 
used to synchronize with grid voltage for correct power 
and reactive power injection [3].
The frequency divider is a classic digital integrated cir-
cuit, and it is a very importamt part in the phase-locked 
loop (PLL), especially it can generate high-precision sig-
nals in cases of high frequency and low power consump-
tion conditions [4]. In addition, with the advancement of 
5G technology, the application of frequency dividers in 
the millimeter wave band has become the key point. In the 
near future, the design of frequency dividers will tend to 
be more integrated and smaller chip sizes to adapt to the 
design needs of modern electronic products [5].
There are many kinds of dividers, and the decimal divider 
is one of them. Precise frequency control by adding a vari-
able frequency divider to the integer frequency divider to 
achieve higher frequency resolution [6]. This article will 
explain the logic and implementation of fractional fre-
quency division in detail. In addition, the detailed process 
of fractional frequency division is shown through Verilog 
code and finally the simulation results are used to explain 
the fractional frequency division.
The first part of the thesis is the introduction which intro-
duces the research background and significance of the the-
sis. Chapter 2, method will give details of working logic 
and implementation of fractional frequency division. The 
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third chapter is results, which introduces how to know the 
accuracy of experimental results by testbench and simu-
lation. The defects of the experiment are given in Chapter 
4. The last part is the conclusion, which summarizes the 
whole paper.

2. Method
2.1 Basic formula
Before the code operation, it is necessary that understand-
ing how to complete the fractional frequency division by 
using the formula of dual-modulus prescaler method [7].

 N frac =
N X N S Y* ( )*+ +

X Y+
 (1)

Irregular fractional division cannot achieve fractional 
division multiple of the source clock cycle after each 
clock cycle, such as 5.4 fractional division. For this kind 
of non-integer frequency division, it cannot be obtained 
directly through the integer frequency division circuit, 
because the integer frequency division can only produce 
integer multiple frequency division results. However, this 
problem can be solved by dual-modulus prescaler method.
The dual-modulus prescaler method approximates the 
target fractional division ratio by alternating between two 
different integer division factors.  For example, to achieve 
a division ratio of 5.4 can alternate between integer fre-
quency divisions of 5 and 6.
N frac  is the fractional division ratio in the formula. In the 
above example, it is equal to 5.4. X is the number of times 
of frequency division of N is used, and Y is the number of 
times of frequency division of N+S is used. N is the value 
of lower integer frequency divisions, and (N+1) is the val-
ue of higher integer frequency divisions. According to the 
reference, S is the correction term, and S is often equal to 
1.
The first step for using the formula is to determine the val-
ue of N. In this case, let N = 5. When a fractional frequen-
cy divider is desired (e.g., 5.4 times), two integer frequen-
cy division values, M and M+1, need to be found such 
that the combination of these two values approximates the 
target value. The closest integers to the target value are 5 
and 6, so the choice of N=5 is based on its proximity to 
the target of 5.4.
Bringing N=5 and N frac =5.4 into Equation:.

 5.4 = 5* 6*X Y
X Y
+
+

 (2)

 X Y+ =10  (3)
Finally, the results, X=6 and Y=4, satisfied the target divi-
sion ratio requirement.

2.2 Distribution of frequency divisions
After using those equations, consider the order of differ-
ent integer frequency divisions to Implement fractional 
frequency division signals. There are two methods. First 
method, 6 division 4 times followed by 5 division 6 times, 
or performing 5 division 6 times followed by 6 division 
4 times. However, the sudden change in the clock period 
will lead to large phase jitters which has negative impact 
on the stability of signal processing of subsequent circuits.
The second method, evenly inserting 6 divisions of 5 be-
tween 4 divisions of 6, or evenly inserting 4 divisions of 
6 between 6 divisions of 5. This alternating approach be-
tween different multiplication factors can smooth out the 
variations in the clock cycle.
In fractional frequency division operations, the magnitude 
of the difference determines that which frequency division 
(shorter or longer) should be selected. There is important 
mathematical and temporal logic behind the choice.
After using those equations, consider the order of differ-
ent integer frequency divisions to Implement fractional 
frequency division signals. There are two methods. First 
method, 6 division 4 times followed by 5 division 6 times, 
or performing 5 division 6 times followed by 6 division 
4 times. However, the sudden change in the clock period 
will lead to large phase jitters which has negative impact 
on the stability of signal processing of subsequent circuits
When the difference is large (greater than 10), it means 
that there is large difference between the current cumu-
lative number of time cycles and the target value. If con-
tinue to use the 5-division frequency, it may lead to the 
cumulative number of periods beyond the target. At this 
time, choosing 6 divisions can decrease the gap quickly, 
and make the cumulative period count closer to the target.
In addition, the 6-frequency division has an extra period 
compared to the 5-frequency division. 6-frequency divi-
sion can adjust the value of difference in a large extent, so 
that the accumulated number of periods quickly approach-
es the final target. Therefore, it can avoid too large or too 
small differences.
When using 5-division frequency, assuming the current 
cumulative difference is d. The next cumulative difference 
will be increased by 4 (54 - 10 x 5), because the 5-division 
frequency increases the number of cycles by 5 at a time, 
whereas the target is 10 cycles at a time.
 d dnew = + − ×(54 10 5) , dnew = d + 4 (4)
When using 6-division frequency, the next cumulative dif-
ference will be reduced by 6 (54 - 10 x 6) because 6-divi-
sion frequency increases the number of periods by 6 each 
time.
 d dnew = + − ×(54 10 6) , dnew = d - 6 (5)

2



Dean&Francis

For some examples, first division: Initial difference: 54 
- 10×5 = 4. Since the difference is less than 10, choose 5 
divisions. Second division: Accumulate the difference: 4 
+ 4 = 8. The difference is still less than 10, so continue to 
choose 5 divisions. Third division: Accumulate the dif-

ference: 8 + 4 = 12. The difference is greater than 10, so 
choose 6 frequency division. Fourth division: Update the 
difference: 12 - 6 = 6. The difference is less than 10, so 
choose 5 division. And so on.

2.3 Divisions code implementation

Fig. 1 Verilog code implement (the top half part)

Fig. 2 Verilog code implement (the bottom half part)
Fig. 1 and Fig. 2 show the Verilog code.

From the Fig.2, In 5 and 6 frequency insertion logic 
modules, cnt_end represents a counter maximum of cnt. 
Counter counting period from 0 to cnt_end. When cnt_
end is 4, the counter will count from 0 to 4 for a total of 5 
clock cycles. Therefore, 4’h4 corresponds to the frequen-
cy division operation of 5 clock cycles, that is 5 frequency 
division
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3. Result
3.1 Testbench

Fig. 3 Testbench code
From Fig. 3, parameter DIV_CLK = 5; means that set the 
period of a source clock signal to five-time units.
always #DIV_CLK clk = ~clk; means that after every 
5-time unit, the clock signal is flipped once, which can 
generate a clock signal with a period of the 10-time unit.
In the part of ‘the reset signal is produced’, the clock sig-

nal is initialized by low, and the reset signal is initialized 
by high (non-reset state). After 3 clock cycles, the reset 
signal is pulled low to trigger a reset; after 6 clock cycles, 
the reset signal is high to release the reset and then waits 
for 20 clock cycles.

3.2 simulation results

Fig. 4 simulation results
The Fig. 4 is simulation results which shows the four most 
important signals.
The first one is clk (input clock), it is the input source 
clock signal, and it is the reference clock of the system. 
According to the Verilog code, each rising edge of the 
clock signal will trigger the frequency divider logic, and 
the output of clk_frac is based on the counting and divid-
ing result of this signal.
The second is rst_n (reset signal), the low level means 
reset. In the waveform, the signal starts low and then turns 

to high (normal operating state). According to the Verilog 
code, during a reset, the divider is reset, and all counters 
and registers are cleared to zero. When the rst_n signal 
goes high, starts operating.
The third signal is clk_frac (the fractional division output 
signal). This is the output clock signal after 5.4 frequency 
division. The period keeps changing, each period corre-
sponding to a certain number of clk signal cycles. In the 
waveform diagram, the value of the cnt_end signal chang-
es from 4‘h4 (indicating 5 cycles) to 4’h5 (indicating 6 
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cycles), which indicates that the circuit is alternately per-
forming 5 and 6-division frequency. With this alternative 
waveform, the circuit achieves 5.4 frequency division, i.e., 
for every 10 output cycle clocks completed, 54 clock cy-
cles of the input have been exhausted.
The last one is cnt_end. The cnt_end determines the ter-
mination value of the current frequency division cycle, 
and it alternates between 5 and. In the waveform, cnt_
end signal alternates between 4‘h4 and 4’h5, which means 
that the counter performs 5 or 6 counts in different cycles. 
That is exactly the logic needed to implement fractional 
frequency division.
This simulation proves the successful implementation 
of 5.4 fractional frequency. The waveform graph clearly 
shows the switching of the frequency division between 
5- and 6-frequency division, which satisfies expected be-
haviours.

4. Discussion
When arranging integer frequency division, there are 
some problems if used the first way. Taking this experi-
ment as an example, it will lead to the uneven clock signal 
and the phase jitter. 5.4 frequency division is combined 
by alternating 5 frequency division and 6 frequency divi-
sion. If the clock signal is not uniform (the clock period is 
unstable), it may lead to the output clock signal period is 
unstable, resulting in greater timing errors [8].
Phase jitter can be reduced. The multimode integer fre-
quency divider (MMD), ΣΔ modulator, and pipelined 
phase interpolator (PI) are combined to form an integrated 
system to solve the phase jitter problem [9].
In the simulation diagram, 5.4 fractional division does not 
have a uniform length for each segment (the local frac-
tion does not meet the fractional fraction, and the overall 
fraction meets the fractional fraction). Because the period 
of the output clock will be alternating with the 5 and 6 di-
visions, rather than each cycle strictly following 5.4 times 
frequency division. Therefore, in a specific local period 
(such as 10 cycles), the signal cycle length will be differ-
ent, and the uniform 5.4 times frequency division effect 
cannot be completely achieved.
In addition, in the experiment, there is the problem of duty 
cycle which directly affects the symmetry of the clock 
signal. If the period of high and low levels is uneven, it 
can lead to an advance or lag of the clock edge, which can 
cause timing errors. In this experimental example, each 
segment is not a strict 5.4 frequency division (because the 
signal flip-flop is only triggered at the edge), and the pe-
riod is difficult to guarantee. More specifically, 5.4 times 
the frequency division is achieved by alternating 6 times 
the 5-frequency division and 4 times the 6-frequency divi-

sion. The output period of 5 division frequency is shorter 
than that of 6 division frequency. When these unequal 
length cycles appear alternately, the high- and low-level 
time of the whole signal is difficult to reach the ideal 50%. 
Eventually, the duty cycle is not 50%, which may result in 
the clock signal cannot drive subsequent circuits evenly. 
And leads to data loss or transmission errors [10].
In the simulation diagram, 5.4 fractional division does not 
have a uniform length for each segment (the local frac-
tion does not meet the fractional fraction, and the overall 
fraction meets the fractional fraction). Because the period 
of the output clock will be alternating with the 5 and 6 di-
visions, rather than each cycle strictly following 5.4 times 
frequency division. Therefore, in a specific local period 
(such as 10 cycles), the signal cycle length will be differ-
ent, and the uniform 5.4 times frequency division effect 
cannot be completely achieved.
However, from view of longer period of time (e.g., 54 in-
put clock cycles), the average crossover ratio of the output 
signal is close to 5.4 by judiciously arranging different in-
tefer frequency division. This approach achieves an over-
all fractional frequency division by balancing the number 
of frequency divisions on the whole.

5. Conclusion
This paper takes 5.4 frequency division as an example 
to explain the working principle and implementation of 
fractional frequency division in detail. Firstly, through 
the formula dual-modulus prescaler method, to solve the 
problem that the irregular fractional frequency division 
cannot be achieved after the frequency division of each 
clock cycle is the fractional frequency division times of 
the source clock cycle. Using the formula to achieve a 
known frequency division target value.
After that, two methods of distributing frequency division 
are explained in detail. After comparing the effects of 
the two methods mentioned in this paper, the choice was 
made to alternate the averaging of the different crossovers, 
resulting in a smoother variation of the clock period. In 
addition, though the size of the difference to determine 
whether to use a shorter or longer frequency division. 
Based on the above formulae and mathematical logic, the 
fractional frequency division is achieved. Finally, the frac-
tional frequency division is verified by Verilog code and 
simulation.
After the image of the simulation result is obtained, the 
analysis is carried out. The most important is the cnt_end, 
because cnt_end determines the end value of the current 
frequency dividing period. It can be seen from the wave-
form that the cnt_end signal alternates between different 
frequency divisions, which shows that the experimental 
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results are correct.
However, there are some shortages in this experiment. 
For example, it is impossible to reach the 50 percent duty 
cycle, which can lead to data loss or transmission errors in 
the real world.
In addition, there is the fact that in the simulated graphs, 
the 5.4 fractional frequency divisions are not of uniform 
length in every segment, so a uniform 5.4 fractional fre-
quency division cannot be fully achieved in a particular 
localised period. The above points make this experiment 
only get the overall fractional frequency division, which is 
not entirely very accurate.
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