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Abstract:
Markov chains have applications in several fields, 
including but not limited to physics, biology, engineering, 
economics, and computer science. In the field of computer 
science, particularly in the areas of algorithm design, it 
plays a role in complexity theory, network science, and 
artificial intelligence. In today’s chaotic and complex 
economic situation, this paper predicts the stock prices 
of real stocks based on the underlying model of Markov 
chains. This paper uses the basic Markov chain’s 
properties, and a new transfer probability vector is derived 
by multiplying a given initial transfer probability vector 
with a multi-step probability transfer matrix. The new 
probability transfer vector is tested to see if it is consistent 
with the real situation. Repeat the above steps to make 
multiple predictions. After the prediction results of two 
different stocks, the result is that the stock price prediction 
based on the Markov chain is difficult to have high 
accuracy and can have relatively good prediction results 
in the short term. However, as the period increases and the 
factors affecting the stock price increase, the prediction 
results show more deviations. The result can make more 
reference for improving the prediction of the stock price 
prediction model, according to the above problems to make 
targeted improvements or add more models, to improve the 
prediction accuracy.

Keywords: Stock Price Prediction; Markov chain; Lim-
itation

1. Introduction
As the world economy continues to grow and change, 
there are many different investment options available 
to every individual, such as investments, stocks, fu-
tures, and bonds. Among them, stocks are preferred 
by most people with the advantage of lower thresh-

olds and high liquidity. At the same time stocks, as 
an important part of the system of market economy, 
have the function of optimizing asset allocation and 
diversifying risks [1]. Forecasting stock prices has al-
ways been the pursuit of many researchers, enterpris-
es, and stockholders. However, due to the uncertainty 
of the factors leading to the rise and fall of stocks, 
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market environment, company’s operating conditions, 
and exchange rate changes, many people are unable to 
maintain a stable and sustainable income, as well as the 
stock’s nonlinear system, non-stationarity, stochastic and 
complexity and many other characteristics, which makes 
many scientists and researchers have been committed to 
constructing more and more optimized models to predict 
the stock price, Monte Carlo simulation, and DCF model. 
At the same time, the ARCH model, GARCH model, SVR 
rolling model, BP neural network, time series model ARI-
MA, random forest, support vector regression, and other 
methods are derived, which have different improvements 
for the prediction accuracy of stocks [2].
In addition to this, multiple models are combined to deal 
with various factors simultaneously, and this combination 
of models greatly increases the accuracy of the predic-
tions. Chen and Huang used the MC_SVR rolling model 
for stock price prediction research, based on the prediction 
results of ten stocks, the model shows that it has stronger 
generalization ability and higher prediction accuracy. This 
paper is based on random wandering regression - Markov 
chain - for prediction, however, there are still many blind 
spots in Markov chain prediction [3].
In this paper, the stock prices of two stocks with different 
characteristics in the same period are used for prediction 
based on the Markov chain regression model. Firstly, the 
stock price data of the given period is counted, and based 
on this data, the one-time transfer probability is derived 
thus constructing the transfer probability matrix, and then 
the prediction transfer matrix is derived through the C-K 
equation. Eventually, a multi-step prediction is started 
from the last stock price state in the period, and then the 
multi-step prediction results are used to compare with the 
actual real stock price, and finally test whether the predict-
ed stock price is in line with the actual stock price. The 
results of the two forecasts are finally compared. This re-
sult can help to further optimize the stock price prediction 
model for more accurate prediction.

2. Theory of Markov Chain
A Markov chain is a stochastic process with a “memory-
less property”, which means that the future state of a state 
depends only on the current state, not on a sequence of 
previous states. In a Markov chain, a system can transition 
between a series of states, and these transitions are deter-
mined by a set of probabilistic rules. The characteristics of 
Markov chains is shown as [4]

	
= = =
P X j X i X i X i{

P X j X i{
n n n n n= = = =

n n n

| , , ,
|

-1 -1 -2 -2 0 0

-1 -1}
 } � (1)

In Eq. (1), X jn =  represents the state of the sys-

tem at moment n  as j . Also, equation (1) exhibits 
the nature of Markov chains which is memoryless. 
P X j X i{ n n n= =| − −1 1}  is the one-step transfer probabili-

ty in the Markov chain, denoted as Pij , which represents 

the probability of the next transfer from state i  to j . The 
probability of transferring from state i  to state j  after n 

steps is denoted as Pij
(n) . The matrix consisting of a one-

step probability transfer is called the probability transfer 
matrix P , i.e.,

	 P=     
 
 
 
 
 P P

P P
  

00 0m

n0 nm




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Let the initial state probability vector be π (0)  and the nth 

state probability vector be π (n) , Pn  represents the n-th 
power of the one-step transfer probability. And because of 
the memoryless nature of Markov chains, the current state 
is only related to the previous step state, which can be ob-
tained as follows in equation [5]
	 π π(n P) = (0 •) n � (3)
When using Markov chains to predict stock prices, the 
data needs to be tested for “Markovianity”. If the research 
and analysis based on the Markov chain is not tested for 
Markovianity before operation, the results of the experi-
ment and analysis will end up with great errors and uncer-
tainties, and the conclusions drawn will also be very un-
scientific and uncritical. The following gives the specific 
theorem of Markov property test.
Firstly, assume that the data under discussion has m  
states, denote by fij  the frequency of transfer from the 

original state i  to state j  in the time series x x x x1 2 3, , , , n

, i j S, ∈ . The value obtained by dividing the j th column 
of the transfer frequency matrix by the sum of the rows 
and columns is denoted as the “marginal probability” and 
is given by P• j  [6]

	 P• j =

∑∑
i j

m m

= =

∑

1 1

i

m

=1
fij

fij

� (4)

T h e n  t h e  χ 2 - d i s t r i b u t i o n  o f  t h e  s t a t i s t i c 

χ 2 = 2∑∑
i j

m m

= =1 1
f logij P

P

•

ij

j

 with degree of freedom (m −1)2  

2



Dean&Francis

317

Shichao Zhang

is the limiting distribution. Where Pij =

∑
j=

i

1

fij

fij

, and given 

the significance level α , {x}  is consistent with the char-

acterization of Markovianity if χ χ2 2> −α ((m 1)2 )  and 

otherwise it is not consistent with Markovianity.

3. Application
In this paper, the author takes Lululemon stock as an 

example and analyze the stock price data collected from 
May 6, 2024 to July 1, 2024 on Yahoo Finance to predict 
the trend of the stock price using Markov chain model. A 
total of 42 time series data were collected in this experi-
ment to analyze the daily stock price fluctuation and trend, 
see Table 1.
Step 1: Collecting stock data. This paper uses the stock of 
Lululemon and collects the daily closing price, maximum 
price, and chain growth rate from 2024/5/6-2024/7/7.

Table 1. Lululemon Stock data table 2024/5/6-2024/7/5

Date
(2024)

Closing 
price

Highest 
price

Sequential 
Growth Rate

State Date
Closing 

price
Highest 

price
Sequential 

Growth Rate
State

5/6 350.24 357.90 -1.38% S3 6/5 308.27 308.76 -4.98% S3

5/7 349.85 354.16 -11.98% S2 6/6 323.03 337.76 3.93% S4

5/8 345.61 349.02 13.49% S5 6/7 317.86 329.73 -3.46% S3

5/9 352.95 355.20 -7.67% S3 6/10 318.26 322.03 0.15% S4

5/10 352.96 353.38 6.99% S4 6/11 318.04 319.70 -4.02% S3

5/13 347.16 355.44 -8.03% S3 6/12 309.81 321.95 3.11% S4

5/14 352.35 353.39 11.04% S5 6/13 307.49 309.14 -1.96% S3

5/15 346.85 354.53 -9.83% S2 6/14 306.01 308.00 0.59% S4

5/16 338.28 347.68 10.90% S5 6/17 312.91 313.22 -3.14% S3

5/17 334.95 338.75 -9.89% S2 6/18 313.23 315.50 4.42% S4

5/20 327.07 334.21 9.16% S5 6/20 310.77 314.66 -3.17% S3

5/21 322.98 328.29 -10.76% S2 6/21 311.82 313.45 0.05% S4

5/22 299.63 307.92 13.73% S5 6/24 312.28 316.53 1.41% S4

5/23 299.74 303.66 -12.73% S2 6/25 309.07 317.21 -0.18% S3

5/24 303.01 306.92 12.80% S5 6/26 304.81 309.88 3.18% S4

5/28 295.25 304.42 -11.77% S2 6/27 308.30 308.44 -3.31% S3

5/29 298.54 301.45 10.55% S5 6/28 298.70 303.25 1.64% S4

5/30 302.90 307.38 -7.50% S3 7/1 302.36 302.58 -2.05% S3

5/31 311.99 313.33 7.04% S4 7/2 301.67 304.39 2.15% S4

6/3 306.62 314.13 -6.48% S3 7/3 300.32 302.59 -2.82% S3

6/4 306.78 309.28 4.42% S4 7/5 298.14 303.14 -4.98% S3

3
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Table 2 Transfer of probability of Sequential Growth Rate

S1 S2 S3 S4 S5 S6

S1 0 0 0 0 0 0

S2 0 0 0 0 6 0

S3 0 1 1 12 1 0

S4 0 0 12 1 0 0

S5 0 5 2 0 0 0

S6 0 0 0 0 0 0

Step 2: Defining the state space. This paper adopts the 
mean-mean-variance grouping method, which is one of 
the most used methods, it is through the calculation of the 
mean and variance of the indicator values, centered on 
the mean, and grouped by the variance as the main cri-
terion. Assuming that the sequence of indicator values is 

x x x x1 2 3, , , , n , the mean value is x
−

,which is calculated as 

follows [7]

	 x
−

=
x x x x1 2 3+ + + +

n
 n � (5)

The variance is S  and is calculated as follows:

	 S x x= −
n

1
−1∑t=

n

1
( )t

−

� (6)

Applied to the current data collection, the indica-
tor values were grouped into six groups, which are 
S1 : , 15.90%(−∞ − ] , S2 : 15.90%, 8.53% ,(− − ]
S3 : 8.53%, 0.16%(− − ] , S4 : 0.16%,7.37%(− ] , 

S5 : 7.37%,14.74%( ] , and S6 : 14.74%,( +∞)  [8].
Step 3: To construct the transfer matrix. The transfer of 
the price growth rate of the stock can be derived from Ta-
ble 1, which leads to Table 2. From Table 2, the transfer 
probability matrix f pij ij,  can be constructed, i.e.,

	 f pij ij= =

   
   
   
   
   
   
   
   
   

0 0 12 1 0 0 0 0 12 /13 1/13 0 0
0 5 2 0 0 0 0 5 / 7 2 / 7 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 6 0 0 0 0 0 1 0
0 1 1 12 1 0 0 1/15 1/15 12 /15 1/15 0

, � (7)

Step 4: Testing for Markovianity. The marginal transfer 
probabilities can be derived from pij , which is the sum 

of the transfer probabilities for each column, which are 

p p p p p p1 2 3 4 5 6= = = = = =0, , , , , 0
105 273 65 15
82 301 122 1 , 

respectively.

Table 3. Calculation table for statistic χ 2 = 2∑∑
i j

m m

= =1 1
f logij P

P

•

ij

j

State f logi1 P
P

•1

i1 f logi2
P
P

i

•2

2 f logi3
P
P

i

•3

3 f logi4
P
P

i

•4

4 f logi5
P
P

i

•5

5 f logi6
P
P

i

•6

6 Total

S1 0 0 0 0 0 0

S2 0 0 0 0 −1.9656 0 −1.9656

S3 0 −1.0356 −1.2184 −4.4604 0 0 −6.7144

S4 0 0 −0.9300 −1.3871 0 0 −2.3171

4
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S5 0 −1.5305 −1.7102 0 0 0 −3.2407

S6 0 0 0 0 0 0 0

Total 0 −2.5661 −3.8586 −5.8475 −1.9656 0 −14.2378

According to Equation χ 2 = 2 /∑∑
i j

m m

= =1 1
f log P Pij ij j( • ) , one 

c a n  c a l c u l a t e  t h e  C h i - S q u a r e  S t a t i s t i c 
χ 2 = − = −2• 14.2378 28.4756( )  according to Table 3. 
Since the Chi-Square statistic should not be negative, peo-
ple need to take the above result to its absolute value 
χ 2 = 28.4756 . According to the look up table, the Chi-
square critical value of significance level α = 0.05  is 

about 37.652 with degree of freedom ( 1) 25.m − =2  Since 

the calculated value of χ 2  (28.4756) is less than the criti-
cal value (37.652), this set of data is consistent with the 
Mahalanobis nature [9].
Step 5: To construct the multi-order transfer probability 
matrix. By using the Chapman-Kolmogorov equation, the 
state transfer probability matrices of order 2-4 are com-
puted

	 P2 =

 
 
 
 
 
 
 
 
 

0.714 0.286 0 0 0 0

0.062 0.062 0.809 0.067 0 0
0.053 0.053 0.702 0.058 0.067 0

0 0 0 0 0 0

0 0 0 0 0.286 0
0 0 0 0 0 0

, � (8)

	 P3 =

 
 
 
 
 
 
 
 
 

0.054 0.054 0.710 0.059 0.062 0
0.204 0.082 0 0 0 0

0.094 0.066 0.615 0.051 0.053 0

0 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0.286 0

, � (9)

and

	 P4 =

 
 
 
 
 
 
 
 
 

0.204 0.082 0 0 0 0
0.079 0.056 0.539 0.045 0.066 0
0.091 0.065 0.622 0.052 0.054 0

0 0 0 0 0 0

0 0 0 0 0.082 0
0 0 0 0 0 0

. � (10)

Based on the state on July 5 as the initial state vector, 
the growth rate on July 5 is -4.98% (state is S3 ), so the 

initial state vector is set to [0,0,1,0,0,0] . Because of 

Eq. (3), the stock price after July 5 can be predicted by 
multiplying the initial state vector and the first order 

state transfer probability matrix. It is found that the re-
l a t i on  π π(1 0 0,0,0.9231,0.0769,0,0) = =( )P S[ ] 3  and 

π π(2 1 0,0.0667,0.0667,0.8,0.0667,0) = =( )P S[ ] 4 . 

Repeat this step to get the Table 4 shown as follows.

5



Dean&Francis

320

ISSN 2959-6157

Table 4. Transfer probabilities

π (3) π (4) π (5) π (6) π (7) π (8) π (9) π (10) π (11) π (12) π (13) π (14)

S3 S4 S3 S4 S3 S4 S3 S4 S3 S4 S3 S4

The predicted and actual results have been between states 
S and X, resulting in the inability to accurately predict 
state intervals due to smaller gaps between predicted and 
actual results many times. So, in this paper, based on 
the characteristics of the stock (Lululemon) of the first 

test, high price, consistently low price and high floating 
frequency, another stock with lower price and relatively 
stable price trend and floating frequency is chosen for the 
second test. The result is shown in Table 5.

Table 5. Stock data table 2024/7/5-2024/7/25

Date
(2024)

Closing 
price

Highest 
price

Sequential 
Growth Rate

State Date
Closing 

price
Highest 

price
Sequential 

Growth Rate
State

7/8 294.03 301.91 -1.37% S3 7/17 292.68 293.94 0.31% S4

7/9 289.87 293.70 -1.41% S3 7/18 285.13 295.35 -2.58% S3

7/10 288.08 290.21 -0.62% S3 7/19 280.24 287.00 -1.72% S3

7/11 289.20 295.50 0.39% S4 7/22 285.00 286.43 1.70% S4

7/12 291.06 296.38 0.64% S4 7/23 281.37 287.25 -1.28% S3

7/15 283.72 290.00 -2.52% S3 7/24 272.06 281.00 -3.31% S3

7/16 291.76 291.87 2.83% S4 7/25 247.32 262.00 -9.09% S2

In this paper, stock data of EDU (New Oriental Education 
& Technology Group Inc.) from 2024/5/6-20247/5 with 
high price, closing price, and YoY growth rate are col-

lected from Yahoo finance, and the raw data are shown in 
Table 6.

Table 6 EDU Stock data table 2024/5/6-2024/7/5.

Date
(2024)

Closing 
price

Highest 
price

Sequential 
Growth Rate

State Date
Closing 

price
Highest 

price
Sequential 

Growth Rate
State

5/6 83.99 85.17 -0.89% S3 6/5 76.63 76.72 -0.52% S3

5/7 81.64 82.42 -2.80% S3 6/6 78.35 78.97 2.24% S5

5/8 82.32 84.67 0.83% S3 6/7 77.53 78.53 -1.05% S3

5/9 83.98 84.27 2.02% S5 6/10 78.50 79.76 1.25% S4

5/10 84.17 85.15 0.23% S3 6/11 76.19 79.00 -2.95% S3

5/13 87.68 87.75 4.17% S3 6/12 76.48 76.95 0.38% S3

5/14 88.62 89.33 1.07% S4 6/13 76.55 78.30 0.09% S3

5/15 87.24 88.53 -1.56% S3 6/14 75.18 76.90 -1.79% S3

5/16 83.74 84.88 -4.01% S2 6/17 73.72 75.36 -1.94% S3

5/17 82.17 84.15 -1.87% S3 6/18 73.00 73.95 -0.98% S3

5/20 81.37 83.50 -0.97% S3 6/20 71.98 72.77 -1.40% S3

5/21 79.75 80.21 -1.99% S3 6/21 71.34 71.53 -0.89% S3

6
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5/22 79.98 81.13 0.29% S3 6/24 76.76 77.63 7.59% S6

5/23 79.21 79.80 -0.96% S3 6/25 76.45 77.64 -0.40% S3

5/24 78.12 79.15 -1.38% S3 6/26 77.36 78.04 1.19% S4

5/28 81.38 82.48 4.17% S5 6/27 76.42 76.89 -1.21% S3

5/29 84.44 85.37 3.76% S5 6/28 77.73 78.87 1.72% S4

5/30 83.78 84.60 -0.78% S3 7/1 79.00 79.65 1.63% S4

5/31 79.93 82.21 -4.59% S2 7/2 80.18 80.37 1.49% S4

6/3 79.43 81.40 -0.63% S3 7/3 82.38 83.34 2.74% S5

6/4 77.03 79.01 -3.02% S2 7/5 79.56 82.37 -3.43% S2

Step 1: Defining the state space. This paper adopts the 
mean-mean-variance grouping method, which is one 
of the most commonly used methods, it is through the 
calculation of the mean and variance of the indicator val-
ues, centered on the mean, and grouped by the variance 
as the main criterion. Based on Eq. (5) and Eq. (6), six 
groupings can be derived, which are S1 : , 5.490%(−∞ − ]

,  S2 : 5.49%, 2.701%(− − ] ,  S3 : 2.701%,0.088%(− ]
,  S4 : 0.088%,2.789%( ] ,   S5 : 2.789%,5.678%( ] ,  a n d 

S6 : 5.678%,( +∞) .
Step 2: To construct the transfer matrix. The transfer 
probability matrix can likewise be constructed in the same 
steps as previously. Namely,

	 f pij ij= =

   
   
   
   
   
   
   
   
   

0 0 0 0 0 0 0 0 0 0 0 0
0 0 3 0 0 0 0 0 1 0 0 0
0 3 14 4 3 1 0 3 / 25 14 / 25 4 / 25 3 / 25 1/ 25
0 0 3 2 1 0 0 0 1/ 2 1/ 3 1/ 6 0
0 1 3 0 0 0 0 1/ 4 3 / 4 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0

, . � (11)

Step 3: Testing for Markovianity. The marginal transfer 
probabilities can be derived from pij , which is the sum of 
the transfer probabilities for each column, which are 

p p p p p p1 2 3 4 5 6= = = = = =0, , , , ,
100 100 75 150 25
37 281 37 43 1 , re-

spectively. Consistent with the previous steps, the data is 
tested for Markovianity based on the calculated marginal 

transfer probabilities. Due to χ 2 = <1.0157 37.652 , the 
data can be assumed to satisfy Markovianity at a given 
significance level α = 0.05  [10].
Step 4: To construct the multi-order transfer probability 
matrix. By using the Chapman-Kolmogorov equation, the 
state transfer probability matrices of order 2-14 are com-
puted. Namely,

	 P2 =

 
 
 
 
 
 
 
 
 

0 0.1017 0.5717 0.1911 0.1156 0.02
0 0.09 0.67 0.12 0.09 0.03
0 0.12 0.56 0.16 0.12 0.04

0 0 0 0 0 0
0 0.12 0.56 0.16 0.12 0.04
0 0.0972 0.6436 0.1429 0.067 0.0224

, � (12)

	 P3 =

 
 
 
 
 
 
 
 
 

0 0 0 0 0 0
0 0.0972 0.6436 0.1429 0.09387 0.0224
0 0.1007 0.6219 0.1506 0.1011 0.0257
0 0.0975 0.6240 0.1552 0.1005 0.0229
0 0.1029 0.6277 0.1472 0.1004 0.0268
0 0.0972 0.6436 0.1429 0.0939 0.0224

, � (13)
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and also others

	 P14 =

 
 
 
 
 
 
 
 
 

0 0 0 0 0 0
0 0.1 0.625 0.15 0.1 0.025
0 0.1 0.625 0.15 0.1 0.025
0 0.1 0.625 0.15 0.1 0.025
0 0.1 0.625 0.15 0.1 0.025
0 0.1 0.625 0.15 0.1 0.025

. � (14)

These results show a gradual stabilization of the state 
transfer vectors as the order increases, indicating that the 
system gradually reaches a steady state distribution (see 
Table 7).

Table 7. EDU Stock data table 2024/7/8-2024/7/25.

Date
(2024)

Closing 
price

Highest 
price

Sequential 
Growth Rate

State Date
Closing 

price
Highest 

price
Sequential 

Growth Rate
State

7/8 79.10 79.99 -0.57% S3 7/17 72.08 73.86 -2.23% S3

7/9 80.36 80.50 1.59% S4 7/18 71.78 73.27 -0.42% S3

7/10 79.80 81.85 -0.70% S3 7/19 74.05 74.06 3.17% S5

7/11 76.20 79.59 -4.52% S2 7/22 76.32 77.91 3.06% S5

7/12 77.54 79.65 1.76% S4 7/23 75.61 76.01 -0.93% S3

7/15 74.25 76.65 -4.24% S2 7/24 74.39 75.67 -1.61% S3

7/16 73.72 74.95 -0.71% S3 7/25 70.33 73.82 -5.45% S2

4. Conclusion
In this paper, based on the fundamental properties of Mar-
kov chains, an attempt has been made to predict the stock 
prices of two stocks using the prediction of multiple prob-
ability transfer vectors. Although the prediction of each 
stock shows good prediction results in a shorter period, 
once the prediction period is lengthened, many prediction 
errors and biases occur. When the first stock was predict-
ed, the prediction results were inaccurate due to a little 
bias many times because the predicted multiple probabil-
ity transfer vectors appeared to oscillate between the S3 
and S4 states. Thus, based on the nature of the first stock, 
the author used a second stock with a lower price and a 
calmer trend for the prediction. Although the forecasts 
improved in both the long and short term, there was still a 
significant amount of bias especially in the long-term fore-
cast range. Accuracy is very important for a stock price 
forecasting model, especially for the long-time horizon. 
Many existing stock price forecasting models have dif-
ferent advantages and characteristics, and there are some 
disadvantages to combining more forecasting models or 
using more powerful algorithms to support computers or 
AI to complete the forecasting. This paper hopes to make 
more targeted adjustments to the Markov chain-based pre-
diction model based on the results of this paper so that its 
accuracy and reliability can be further improved.
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