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Abstract:
Nowadays, the data of the Internet shows explosive growth, 
in which the massive data contains great economic value. 
How to deal with and mine data has become an important 
topic nowadays. In statistics, data mining is often used to 
build corresponding mathematical models to analyze and 
process data, so as to get the results. Model to analyze 
and process the data, so as to get the results people want. 
This paper summarizes the data processing in the field of 
data analysis and processing technology. methods in the 
field of data analysis and processing technology, and first 
introduces the commonly used data preprocessing methods. 
On this basis, this paper describes in detail the commonly 
used data optimization models, predictive In details, this 
paper describes the commonly used data optimization 
models, prediction, decision-making models, such as: 
Linear programming model ,Dynamic programming model. 
In details, its process in data analysis and processing is 
detailed from the basic principles, processing steps and 
practical applications. Finally, we summarize the data 
preprocessing techniques and model building mentioned 
throughout the paper. This paper alsolooks ahead to the 
current challenges that society faces in the data domain, 
and speculates on future research directions with high 
relevance.

Keywords:DataPreprocessing;Optimization Models;De-
cision-Making Models;Principal Component Analysis;Hi-
erarchical Analysis;Data Ming

1.Introduction
With the explosive growth of Internet data, the vast 
amount of data contains enormous economic value, 
making the effective processing and mining of data 
a critical issue in today’s society. Faced with such 
large-scale data, data analysis techniques and statisti-
cal models play a key role in extracting useful infor-

mation, discovering hidden patterns, and supporting 
decision-making[8-11]. Data mining, as an important 
tool, is often used to build mathematical models to 
analyze and process data, generating the results peo-
ple need[13-14].
This paper aims to comprehensively summarize the 
core methods in the field of data analysis and pro-
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cessing technology. First, we introduces the commonly 
used data preprocessing techniques. As the foundational 
step in data analysis, data preprocessing directly influ-
ences the accuracy and efficiency of subsequent models, 
making a systematic review of these techniques crucial. 
Next, the paper provides a detailed description of several 
commonly used data optimization models, as well as pre-
dictive and decision-making models, focusing on meth-
ods like linear programming and dynamic programming. 
These models not only provide a solid mathematical 
framework for data analysis in theory but are also widely 
applied in solving complex decision-making problems in 
practice.
In discussing the models, the paper elaborates on their ba-
sic principles, processing steps, and specific applications 
in data analysis and processing. Finally, the paper summa-
rizes the data preprocessing techniques and model-build-
ing methods, while reflecting on the current challenges 
faced in the data field and offering insights into future 
research directions. As data volume continues to grow and 
data types diversify, how to maintain processing efficien-
cy while improving model accuracy and scalability will 
become a significant topic in future data analysis research.

2. Data preprocessing
Large-scale data in real life are often messy and incom-
plete. Data preprocessing refers to the necessary comput-
er-friendly cleaning, screening and other processing of the 
collected data prior to transforming or enhancing most of 
the observed data, with the aim of transforming the raw 
data into a suitable form that can be used for modeling 
and
analysis to effectively support decision-making and fore-
casting[1]. The main manifestations of data clutter are 
incompleteness, inconsistency, redundancy, noise, and so 
on. This type of data cannot be directly data mined or the 
mining results are extremely poor. In order to improve 
the quality of data mining has generated a variety of data 
preprocessing techniques, such as data cleaning, data inte-
gration and data transformation[2].

2.1 Data cleansing and integration
Data cleansing refers to performing operations that in-
clude checking data for consistency, completeness and 
accuracy in order to deal with invalid and missing values, 
correctingdata errors, and so on[3]. Common cleansing 
methods include checking for and removing unnecessary 
duplicates to reduce data redundancy; missing data that 
may be due to survey, coding, and entry errors, such as the 
name of a supplier, regional information about a customer, 
etc., can be made up by estimating the sample mean or 

using interpolation[4]. In addition, data records containing 
missing values can optionally be excluded, provided the 
data base is large enough. This approach reduces the num-
ber of records available for analysis but leaves integrity 
intact[5].
Data integration is the consolidation of data from different 
sources, formats and nature of characteristics into a uni-
fied dataset to provide decision makers with a consistent 
view of the data for analyses and mining to help them 
make better decisions[7].
Data transformations, on the other hand, are a method of 
transforming data into a form suitable for mining, which 
covers four common methods: data smoothing, data ag-
gregation, attribute construction and data normalization.

2.2 Data transformation
Data smoothing, which removes data noise and discret-
izing continuous data. The main algorithms are binning, 
clustering and regression. Data aggregation, which sum-
marises data, for example aggregation of the number 
of accidents per hour into the number of accidents per 
day[12]. Attribute construction, which involves construct-
ing new attributes with existing given attributes and add-
ing them to the dataset. For example, profit is constructed 
from the attributes sales and cost, and the process involves 
only simple transformations of the corresponding data.
The purpose of data normalization is to limit the range of 
values of an attribute to a specific range, eliminating the 
bias in data mining results caused by inconsistent scaling. 
For example, in order to normalize the range gap caused 
by the difference in values between the area attribute and 
the perimeter attribute of rice, the data is scaled to a small 
specific interval to eliminate the effect of unit inconsisten-
cy[15]. Data Normalization aims at limiting the range of 
values of an attribute to a specific range, eliminating the 
bias of data mining results caused by inconsistent scales, 
in order to eliminate the effects of unit inconsistencies.
About data normalization in data transformation, there 
are three methods of normalizing values for computation, 
which are min-max normalization, z-score normalization, 
and decimal scaling normalization. Among them, min-
max normalization determines the  interval of normalized 
attribute values usually as [0,1], and the normalization 
result is obtained by calculating the indicated metric of 1.

	

where minA and maxA are assumed to be the minimum 
and maximum values of attribute A, respectively, and the 
value v of A is mapped to the interval [0, 1] by Eq[16].
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Z-score normalization on the other hand compares and 
analyzes the values between different data sets. In statis-
tics and data analysis, Z-score standardization helps to 
normalize the data, making different data sets comparable 
to each other for better data analysis and mining. Z-score 
normalization is based on the principle of subtracting the 
mean from the original data and dividing it by the stan-
dard deviation, which is calculated by the following for-
mula:

	

In the formula, z is the normalized value, X is the original 
data, μ is the mean of the original data, and σ represents 
the standard deviation of the original data. Through Z 
score normalization, the raw data can be converted into 
a standard normal distribution centered on the mean and 
with standard deviation as the unit, which indicates the 
distance or deviation of a specific value from the mean, 
thus facilitating data analysis and comparison. Z-score 
normalization indicates the relative position of each raw 
data in the data set. For example, firms’ weekly brown 
sugar production is standardized through normalization to 
allow for comparisons of production across firms.Decimal 
calibration normalization is a normalization calculation by 
shifting the position of the decimal point, usually mapped 
in the range [-1,1]. The conversion formula is:

	

where k is the number of decimal places to move, a value 
that depends on the maximum value of the absolute value 
of the attribute value. When dealing with datasets with 
very large or very small values, decimal normalization can 
effectively scale the data by simply moving the decimal 
point without the need for complex mathematical opera-
tions to map the values to smaller ranges.
In conclusion, the use of data preprocessing techniques 
greatly improves the quality of data mining and reduces 
the time required for actual mining. Preprocessed data is 
more easily understood by the model and helps to improve 
the accuracy and reliability of predictions.
3.Optimization Model
An optimization problem is a mathematical problem of 
finding an optimal solution under given constraints, usu-
ally with the goal of reducing project costs, reducing time 
consumption, increasing revenue, etc. The optimal solu-
tion is usually the case where a maximum or minimum 
value is obtained for some objective function. Optimiza-
tion problems can involve a single variable or multiple 
variables, and constraints can take various forms, either 

equations or inequalities. Optimization models can be 
constructed based on linear programming, nonlinear pro-
gramming, integer programming, and other algorithms. 
This chapter focuses on optimization problems in data 
analysis, and systematically introduces the definitions of 
the kinds of optimization models and elaborates on them. 
And then discusses the modeling steps of optimization 
models in real scenarios as well as the solution methods, 
and finally introduces the practical applications of optimi-
zation models.

3.1 Linear programming
Linear programming optimization algorithms are an im-
portant part of operations research and a mathematical 
method to assist people in conducting scientific manage-
ment. As a quantitative method commonly used by enter-
prises for total production planning, it is the most theoreti-
cally sound and practically the most widely applied. Today 
it is widely used  in space exploration, computer networks 
and problems such as optimization of food supply chains 
and energy supply. Based on the objective function and 
constraints to solve for the extreme values of the objective 
function within the constraints.Depending on the number 
of objective functions, linear programming problems can 
be subdivided into multi-objective linear programming 
and single-objective linear programming[21]. In a linear 
programming model, the decision variables, constraint 
conditions and objective functions are the three essential 
factors.The usual form is:

Where Eq. 1 is the objective function, Eq. 2-5 are the 
constraints that must be satisfied, in the formulas,Cj, Xj 
are the decision variables.For example, to establish the 
function objective for the maximum profit, that is, to seek 
the maximum value of equation 1; constraints are set as 
equipment limitations, raw material limitations and two 
basic requirements (3, 5); the decision variables are the 
planned output of the product and the unit cost of the 
product.
Selection of appropriate evaluation metrics based on the 
problem and development of a linear programming math-
ematical model can help to seek the optimal solution to 
a practical problem. The objective of the study by Mua-
mmar Khadpi and other researchers was to optimize the 
production cost of sandals to maximize the profit[23]. In 
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order to develop the production quantities of three differ-
ent styles of sandals X1, X2 and X3.
Subsequently by understanding the production cost of 
each pair of sandals, the authors determined the objective 
function, which maximizing the profit from the three san-
dals. The constraint conditions identified include raw ma-
terial limitations, operating costs and production limita-
tions, among others. In the study, the simplex method(2-1) 
is used to solve the linear programming problem by mod-
eling the objective function incorporating the constraints 
as a linear programming mathematical model, inputting it 
into the LINDO program to perform iterative computation 
to arrive at the optimal production plan, which resulted in 
maximum profit at minimum manufacturing cost[23].

3.2 Nonlinear programming
Nonlinear programming problems are similar to linear 
planning problems, which are an important branch of op-
erations research. The difference is that its objective func-
tion or constraint conditions contain nonlinear functions 
in the programming problem. This kind of problem needs 
to solve the n-dimensional nonlinear function in a set of 
equations or inequality constraints of the extreme value of 
the problem to find the extreme value of a n- dimensional 
nonlinear function subject to a set of equations or inequal-
ity constraints, widely exist in the production manage-
ment, quality control, product design and other fields[24]. 
Because the complex relationships in many practical 
problems are difficult to  be accurately described by linear 
programming, nonlinear programming is very common in 
daily life.
The mathematical model of a nonlinear programming 
problem can be described as:

Where f(x) is the objective function, as an example, in the 

study of Niyazi Cem GÜRSOY, this linear programming 
model is applied to optimize the airline’s strategy of re-
fueling at different airports with the goal of reducing the 
cost, then the objective function is denoted as the total 
fuel cost, and the optimal solution is to solve for the min-
imum value of f(x), hj(x) and lk(x) are the inequality and 
equation constraints, which involve fuel weight, aircraft 
performance, flight distance, etc. Xi is the decision vari-
able, and Eq. 4 constrains the upper and lower bounds of 
the decision variable. The Generalized Reduced Gradient 
Method (GRG) is used in the thesis to solve these nonlin-
ear planning problems. The GRG method optimizes the 
objective function by dividing the variables into basic and 
non-basic variables and using the constraint equations to 
directly compute the required changes in the basic vari-
ables. In practice, based on flight routes, flight distances, 
and  fuel prices, the nonlinear planning model and the 
GRG method can be used to find the  optimal refueling 
solution with savings ranging from 1% to 4% of the total 
fuel cost[25].

3.3 Integer Programming
Integer programming is a key branch of optimization 
theory that has important applications in several fields, 
including operations research, engineering design, eco-
nomics, and computer science.Unlike traditional linear or 
nonlinear optimization problems, integer programming re-
quires that the variables in the solution be integers. Integer 
programming was formed as an independent branch after 
the introduction of the cut-plane method by R.E. Gomory 
in 1958, and has evolved to solve more problems[26]. 
The importance of integer programming stems from the 
need for real world problems. In many cases, solutions to 
optimization problems need to be in integer form because 
the solutions represent indivisible items or decisions, such 
as problems of resource allocation, grid design, and time 
scheduling. For example, an integer programming model 
has been developed for shopping centers with constraints 
on the capacity of the shopping center, upper and lower 
bounds on the number of shoppable, etc. In this model, 
the total expense of all customers staying for short and 
long time in a period for shopping  centers has been max-
imized under some generalized constraints. The results of 
the analysis allow the estimation of the potential custom-
er base and the number of customers for different types 
of shopping centers. As a result, managers and decision 
makers can identify the strengths and weaknesses of their 
business and ultimately adopt more effective management 
strategies and business decisions.
Integer programming can be categorized into three dif-
ferent types based on the characteristics and constraints 
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of its variables: pure integer programming, mixed integer   
programming and 0-1 integer programming. Due to its 
special integer constraints, integer programming problems 
are usually more difficult to solve than general linear or 
nonlinear  programming problems, and the most frequent-
ly used methods are branch and bound and cutting plane 
method, each with its own advantages and limitations[28]. 
In practical applications, the above two methods are usu-
ally used to get as close as possible to the optimal solution 
in an acceptable period of time.

3.4 Dynamic programming
Dynamic programming is mainly used for solving optimi-
zation problems of dynamic processes with time-divided 
phases. The basic idea is to decompose the problem to be 
solved into a number of sub-problems, and from the solu-
tion of the sub-problems to the solution of the problem to 
be solved, the active process is divided into a number of 
phases that can be interconnected[29]. Therefore, dynamic 
planning is often used to deal with multiple solutions and 
conflicting types of problems, such as resource alloca-
tion problems, Fibonacci series problems, the problem of 
finding the most value, etc., through the inverse deduction 
of the optimal strategy at any stage, to provide managers 
with a valuable reference basis to help make decisions. 
For example, logistics companies can use historical data 
as a source to create an effective optimization method 
based on dynamic planning and parallel information pro-
cessing technology, construct a dynamic planning model 
to predict the maximum amount of goods in stock at each 
stage, and minimize the cost of overproduction and over-
stocking.Where the objective function is F(x,z).

Where F1 and F2 are the combined functions constituting 
the objective function, the cost of stockouts and storage 
cost of goods[32]. There is a restriction on the quantity 
of goods to be purchased from the supplier, i.e., 2. Subse-
quently, through the recursive equations, the principle of 
optimization is flexibly applied through the code in order 
to predict a better inventory management decision.

3.5 Discussion
Optimization models, including linear programming, non-
linear programming, integer programming, and dynamic 
programming models, are essential tools for decision 
making in various fields.
In the field of decision making, optimization models such 
as linear programming, nonlinear programming, integer 
programming, and dynamic programming are indispens-
able tools in decision-making in various fields Linear pro-
gramming is mainly focuses on maximizing or minimiz-
ing a linear objective function and is limited by a series 
of linear constraints, making it particularly suitable for 
problems related to resourc allocation. On the other hand, 
nonlinear programming can adapt to objective functions 
or constraints of nonlinear properties, so it has greater 
versatility when dealing with complex situations. Integer 
programming is an extension of linear programming and 
requires integer solutions, so it is suitable for problems 
that require integer variables.

4. Data Reduction and Decision Mod-
els

4.1 Analytic Hierarchy Process
Analytic Hierarchy Process (AHP) is a hierarchical 
weighting decision analysis method proposed by applying 
network system theory and multi-objective comprehen-
sive evaluation method[33]. AHP helps decision makers 
to make reasonable decisions in the face of complex prob-
lems with multiple choices and criteria by breaking down 
the complex problems into multiple levels, making the 
decision-making process mathematical by utilizing less 
quantitative information, and modeling the complex sys-
tems that are difficult to be fully quantified. This section 
will introduce the basic principles, steps and application 
areas of hierarchical analysis in detail.
Hierarchical analysis refers to a complex multi-objective 
decision-making problem as a system, according to the 
nature of the problem and the overall goal to be achieved, 
the problem will be decomposed into a number of constit-
uent factors or criteria, and then into a number of levels 
of multiple indicators. Then, through a series of pairwise 
comparisons to determine the relative importance of the 
factors and their interrelated effects, a structural model of 
multilevel analysis is formed. The researcher calculates 
the priority of each level of factors over the higher level 
factors, and then reduces the problem to the ranking of 
relative advantages and disadvantages, and selects the op-
timal solution with the highest final weight[34-37]. Mod-
eling using hierarchical analysis can be roughly divided 
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into four steps: problem decomposition, pairwise compar-
ison, weight calculation and consistency check.
First of all, decompose the problem to establish a hier-
archical structure, the figure 4-1 shows the hierarchical 
structure of the APH, usually the highest level Z for the 
purpose of decision-making and the problem to be solved; 
the middle level, A1-A5, for the consideration of the fac-
tors and decision-making criteria; the lowest level B1-B3 
for the decision-making alternatives.

As an example, the study by Chenglu Ruan et al. devel-
oped a model for evaluating orthodontic programs using 
AHP to investigate its feasibility and effectiveness in clin-
ical practice. The decision-making goal in this study was 
the optimal orthodontic program,with intermediate tier 
factors selected as orthodontic cost, comfort, aesthetics, 
cleaning difficulties, and so on. Alternatives B1-B3 were 
specific orthodontic methods such as invisible braces and 
fixed labial braces. Then the data were compared pairwise 
and a judgment matrix was constructed to determine the 
weights between the factors at each level (Fig. 4-1), based 
on the scaling method proposed by Thomas L. Saaty intro-
duced in the 1970s, and has been widely used in the field 
of engineering, management and economics[39-40]. These 
factors were rated by a 1-9 scale to indicate the differenc-
es in relative importance and superiority between the fac-
tors, as shown. The use of the scaling method reduces the 
difficulty of comparison due to the different nature of the 
factors and improves the accuracy of the model.
To construct the judgment matrix, we assign A as the tar-
get and ua and ub (a,b=1, 2...n) as factors.The u denotes 
the relative importance between the rated factors and these 
values are used to form the A-U judgment matrix P. The 
prioritization ordering among the factors is then calculat-
ed based on the judgment matrix, which is also the basis 
for weight assignment. Hierarchical analysis requires con-

sistency test to check the consistency of the judgment ma-
trix. Since some bias occurs when people make subjective 
judgments, the consistency ratio (RC) is used to assess the 
reasonableness of the matrix. If the range of inconsistency 
exceeds the specified threshold, the matrix needs to be 
re-evaluated.
Finally, the weights of the levels are combined to calcu-
late the final score for each alternative, and the options are 
ranked according to the high or low score derived from 
the matrix operation, so that the optimal option can be se-
lected.

4.2 Principal component analysis
Principal Component Analysis (PCA) is a fundamental 
technique used in data science and statistics for dimen-
sionality reduction and exploratory data analysis. When 
solving practical problems, the number of informative 
variables proposed to reflect the correlation is often quite 
large in order to be analyzed and considered comprehen-
sively. PCA aims to transform a set of correlated variables 
into a smaller set of uncorrelated variables called principal 
components by linear transformation[42]. These compo-
nents, such as the first and second principal components, 
are mutually orthogonal and capture most of the variance 
present in the original data. This makes them useful for 
summarizing and visualizing complex datasets while pre-
serving essential information. PCA works by identifying 
the directions (principal components) along which the 
data varies the most.
The first principal component captures the largest possi-
ble variance in the data, with each succeeding component 
capturing the highest variance orthogonal (uncorrelated) 
to the previous ones. This orthogonality ensures that each 
principal component is a linear combination of the origi-
nal variables and is uncorrelated with the others.
For example, principal component analysis was used in 
the study of shell and tube heat exchangers (STHEs)[44]. 
Twelve variables predictive of hydrothermal and hydrau-
lic performance and cost, such as baffle spacing and shell 
diameter, were used as components of the analysis. The 
12 indicators considered as 12 random variables, denoted 
as X1, X2, ..., X12. Principal Component Analysis (PCA) 
aims to transform the issue of these p indicators into a dis-
cussion of linear combinations thereof. These new indica-
tors F1, F2, ..., F12, based on the principle of retaining the 
major information content, fully reflect the information of 
the original indicators and are mutually independent. The 
newly transformed features are called principal compo-
nents (PCs). The original data is projected onto the new 
PCs to maximize the variance, and variables with high 
variance have higher weights.
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The process of reducing multiple variable factors into a 
smaller set of principal components is known as dimen-
sionality reduction, which involves different linear combi-
nations of the original variables. Dimensionality reduction 
algorithms, such as Principal Component Analysis (PCA) 
and Kernel PCA (KPCA), utilize various computational 
methods and serve distinct purposes. The choice of di-
mensionality reduction method can significantly impact 
the resulting principal components. This technique is 
valuable for reducing the dimensionality of datasets while 
retaining essential information, leading to simpler models, 
improved visualization, and more efficient computations. 
Consequently, PCA is widely applied across diverse fields, 
including image and signal processing, genetics, finance, 
and marketing research. By effectively reducing dimen-
sions, PCA aims to preserve as much relevant data as pos-
sible while eliminating redundant information, enhancing 
data handling capabilities.
Overall,PCA serves as a powerful tool for exploring and 
summarizing high-dimensional data, offering insights into 
the fundamental structures and relationships between vari-
ables. This understanding aids in better decision-making 
based on complex datasets.
Hierarchical analysis and principal component analy-
sis (PCA) are powerful statistical techniques used for 
data analysis and dimensionality reduction.Hierarchical 
analysis organizes data into a tree structure, allowing re-
searchers to understand relationships between variables 
by creating clusters based on similarities.In contrast, PCA 
converts correlated variables into a set of uncorrelated 
variables or principal components that capture the max-
imum variance of the data.While hierarchical analysis is 
particularly useful for identifying patterns and groupings 
in a dataset, PCA simplifies complex datasets and facili-
tates visualization and interpretation.Together, these meth-
ods provide complementary approaches for analyzing and 
understanding high-dimensional data in fields as diverse 
as psychology, biology, and the social sciences.
5.Conclusion
Data preprocessing, optimization models, hierarchical 
analysis and principal component analysis are essential 
components of modern data mining. Data preprocessing 
involves cleaning and transforming raw data to improve 
its quality and ensure that subsequent analysis produces 
accurate results. Optimization modeling focuses on iden-
tifying the best solution among alternatives, usually under 
constraints, to maximize or minimize a specific objective. 
Hierarchical analysis organizes data into clusters based 
on similarities,revealing patterns and relationships, while 
PCA reduces dimensionality. Current challenges in these 
areas include handling large datasets, ensuring data priva-
cy, and addressing model complexity. Future research is 

likely to explore advanced algorithms for more efficient 
data preprocessing, combining machine learning tech-
niques with optimization models, and improved methods 
for interpreting results from hierarchical and principal 
component analysis. In addition, the development of more 
robust frameworks for handling high-dimensional data and 
enhancing the interpretability of complex models will be 
critical to advancing these analytical approaches. As data 
continues to grow in volume and complexity, the integra-
tion of these techniques with emerging technologies like 
artificial intelligence and machine learning will become 
increasingly important. Future research will likely focus 
on enhancing the scalability and efficiency of these meth-
ods, as well as developing more adaptive models that can 
handle real-time data streams. The continuous evolution 
of data analysis techniques will open up new possibilities 
for more accurate predictions, better decision-making, 
and deeper insights into ever-expanding datasets, making 
these methods indispensable in tackling the challenges of 
the data-driven era.
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