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Abstract:
This paper delves into the innovative integration of Very 
Large Scale Integration (VLSI) with machine learning 
by developing a perceptron-based digital recognition 
model tailored for handwritten number classification. 
This model capitalizes on the perceptron algorithm—a 
seminal neural network form adept at binary classification 
via the computation of a weighted sum of inputs followed 
by a nonlinear activation function. The implementation 
of VLSI technology underpins the model’s architecture, 
enabling the amalgamation of multiple logic functions 
onto a singular chip. This consolidation significantly 
diminishes the size and cost of the electronic components 
while concurrently elevating performance and energy 
efficiency. The paper thoroughly explores each phase of 
the model’s development, from its initial conceptualization 
and algorithmic formulation through to simulation 
and final hardware implementation, highlighting the 
intricate processes and meticulous adjustments required 
for optimization. The study aims to showcase not only 
the technical feasibility but also the extensive practical 
advantages and potential applications of melding traditional 
circuit design techniques with contemporary machine 
learning methodologies in digital recognition systems.

Keywords: Neural networks; VLSI design; Number 
classification.

1. Introduction
The application of machine learning technologies 
has been profoundly transformative across various 
sectors, heralding significant advancements in auto-
mation and data analysis. This dynamic field draws 
upon algorithms to discern patterns and make predic-
tions from vast data arrays, greatly enhancing deci-
sion-making processes and operational efficiencies 
[1]. Today, machine learning’s impact is pervasive, 

extending from natural language processing and im-
age recognition to complex applications in finance, 
healthcare, and beyond [2]. These technologies not 
only foster innovation but also drive the development 
of cutting-edge applications that redefine traditional 
industry practices.
However, the rapid evolution of machine learning 
necessitates advancements in underlying hardware 
technologies to sustain its expanding complexity and 
computational demands. Enter Very Large Scale In-
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tegration (VLSI), a pivotal semiconductor technology that 
synergizes numerous logic functions onto a single chip. 
This integration facilitates significant reductions in device 
size and cost while simultaneously boosting performance 
and energy efficiency [3]. The development of VLSI has 
been instrumental in advancing the computational capa-
bilities required to handle intricate machine learning algo-
rithms effectively.
This paper explores a novel integration of VLSI with 
machine learning through the development of a percep-
tron-based digital recognition model specifically for hand-
written numbers. The research focuses on crafting a light-
weight neural network model optimized for VLSI, aimed 
at enhancing the speed and accuracy of digital recognition 
tasks. The model employs basic perceptron algorithms for 
binary classification, optimized through innovative circuit 
design and simulation methodologies. The study outlines 
the full development trajectory of this model, from con-
ceptualization and algorithmic adjustments to simulation 
on platforms like MATLAB and MODELSIM, and final 
hardware implementation using FPGA technology. By 
detailing this process, the paper not only demonstrates the 
technical feasibility but also highlights the broader practi-
cal implications of merging traditional VLSI designs with 
modern machine learning techniques in the realm of digi-
tal recognition [4-6].
The paper is organized into five main sections. The second 
section provides an overview of the development of digit 
recognition technology based on FPGA hardware design. 
The third section introduces the relevant technologies used 
in this paper, including the architecture and components 
of neural networks, training of neural networks on the 
MATLAB platform, and hardware simulation setup on the 
MODELSIM platform [7]. The fourth section presents the 
detailed simulation process and results. The fifth section 
discusses the future development and applications of digit 
recognition technology using the FPGA-based perceptron 
model introduced in the paper. Finally, the last section 
summarizes the key points and contributions of the paper.

2. Relevant Technologies

2.1 Perceptron
In this section, the principles, primary structure, and op-
erational process of the perceptron neural network used 
for digit recognition will be thoroughly discussed. The 
focus will be on explaining how the perceptron functions, 
detailing its architecture, and describing the step-by-step 
procedure involved in its execution.
2.1.1 Binary classification

The perceptron is a linear classification model designed 
for binary classification tasks and belongs to the category 
of supervised learning algorithms. Its input consists of 
feature vectors representing instances, while the output 
corresponds to the class label of the instance, typically 
taking values of +1 or -1. The primary objective of the 
perceptron is to identify a separating hyperplane that can 
partition the sample space into two distinct classes. To 
achieve this, the perceptron employs a loss function based 
on misclassified samples and utilizes gradient descent to 
optimize this loss function, ultimately determining the op-
timal model parameters.
Given a dataset of m samples, each characterized by n-di-
mensional features and a binary class label:

(x x x y1 2 0
(0 0 0) , ,( )… n

( ) ) ,  (x x x y1 2 1
(1 1 1) , ,( )… n

( ) ) ,  … (x x1 2
(m m) , ( )…

x yn m
(m) , ) . 

The need is to find a hyperplane:
	 w w x w x0 1 1+ +…+ =n n 0 � (1)

Where wn  is n-dimensional row vector.
By using the Formula (1), data could be divided into two 
groups, as shown in Formula (2) and (3) respectively.
	 w w x w x0 1 1+ +…+ >n n 0 � (2)

	 w w x w x0 1 1+ +…+ <n n 0 � (3)
In some cases, to simplify the representation of the sepa-
rating hyperplane, it is a custom to augment each sample 
with an additional feature dimension. This is achieved by 
appending a constant value x0  (typically 1) to each fea-
ture vector, allowing the bias term to be incorporated into 
the weight vector as an additional parameter. With this 
modification, the hyperplane can be expressed in a more 
concise form, simplifying the mathematical formulation 
and the computation of the decision boundary during the 
training process. Therefore, hyperplane is expressed:

	 ∑
i=

n

0
w xi 1 = 0 � (4)

There model of perception is expressed:
	 y sign w x= ( • ) � (5)

	 sign x x x( ) = − < >{ 1, 0;1, 0} � (6)
Assuming the training dataset is linearly separable, the 
objective is to identify a hyperplane that can perfectly dis-
tinguish between positive and negative instances, thereby 
determining the parameters w and b of the perceptron 
model. To achieve this, it is necessary to define a learning 
strategy by specifying an empirical loss function, which is 
subsequently minimized to optimize the model.
While the total number of misclassified points may seem 
like a natural choice for the loss function, it is not contin-
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uously differentiable and thus challenging to optimize. As 
a result, the perceptron adopts a loss function based on the 
total distance of the misclassified points from the hyper-
plane, facilitating a more tractable and efficient optimiza-
tion process.
Assume hyperplane is h w x b= +• , thus the distance 
from sample point x to hyperplane is:

	 d =
w x b•

w
+ � (7)

Where w  is L2 norm of w, b is the bias.
Let the set of misclassified points with respect to the 
hyperplane S be denoted as M. The total distance of all 
misclassified points from the hyperplane S can then be ex-
pressed as:

	 − +
w
1

x M
∑
i∈

y w x bi i( • ) � (8)

By simplifying Formula (8), the final loss function formu-
la is received:

	 L w b y w x b( , ( • )) = +
x M
∑
i∈

i i � (9)

Subsequently, in order to minimize the error function, the 
initial weights and bias need to be continuously updated. 
By computing the current value of the loss function and 
adjusting the parameters accordingly using an appropriate 
step size and learning rate, the process continues until the 
loss function is minimized. The perceptron learning al-
gorithm is theoretically guaranteed to converge, provided 
that the data is linearly separable. For linearly separable 
data, the perceptron can find a decision boundary after a 
finite number o,f iterations, ensuring that all samples are 
classified correctly.
2.1.2 Multi-classification

Unlike binary classification tasks, where inputs are often 
simple vectors, digit recognition tasks involve pixel ma-
trices where each pixel’s brightness value serves as an 
input feature. For instance, a handwritten digit image with 
dimensions 28x28 pixels can be flattened into a one-di-
mensional vector with 784 input nodes. In digit recogni-
tion, the perceptron’s output must not be limited to binary 
classification but should instead differentiate between 
each digit category (0 to 9). Consequently, one can em-
ploy either 10 separate perceptron models, each dedicated 
to identifying a specific digit, or utilize multiple output 

nodes to handle multi-class classification.
In multi-class classification tasks, the perceptron’s loss 
function is typically based on the number of misclassified 
samples. The objective in such scenarios is to minimize 
the number of errors across all classes, thereby ensuring 
that the model correctly classifies each input image into its 
appropriate digit category. The loss function is designed 
to reflect this goal, focusing on minimizing classification 
errors throughout the process.

	 L w b y w x b( , ( • )) = − +∑∑
i i

N N

= =1 1
ik k i k � (10)

Where N is the number of training sample. K is the num-
ber of categories. yik  is the real label of sample xi  for cat-
egory k.
Then take the same solution to update the weights and 
bias to minimize the error function.

2.2 MATLAB Simulation
This section mainly describes the process of training the 
perceptron in MATLAB and exporting the training data. 
First, the original training data and parameter files need to 
be imported into the MATLAB platform. Then, through 
training and iteration of the perceptron, the corresponding 
weight parameter files are generated and exported. Addi-
tionally, the training data files need to be processed, and 
test files for random digit samples are generated and ex-
ported. Before these files are input into the hardware sim-
ulation system for testing, a preliminary simulation can be 
conducted on the MATLAB platform using the generated 
weight parameters to test their digit recognition accuracy. 
If the results meet the expected standards, the files are 
then imported into the hardware simulation system for 
further simulation to verify the feasibility of the hardware 
system.

2.3 Hardware Design
In this section, the implementation process for construct-
ing the hardware necessary for achieving the functionality 
of a perceptron-based digit recognition system will be 
introduced. This includes the handling of data inputs, per-
forming multiplications and additions, selecting the index 
of the maximum value, designing the sequential logic, and 
optimizing the model, among other aspects. The gener-
al illustration of the function of number classification is 
shown below. As show in the Fig. 1.
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Fig. 1 Function of number classification (Photo credit: Original).
2.3.1 Handling of data inputs

The hardware system needs to receive 10 sets of weight 
information, each consisting of 785 entries with a bit 
width of 19, where the final entry corresponds to the bias 
term. In order to take the matrix multiplication and addi-
tion of weight information and pixel information, biased 
terms need to be separated first. To prevent data overflow, 
the hardware internally processes this weight information 
using a 32-bit width. Similarly, for the 10 sets of 28x28 
pixel data, each with a bit width of 10, the system adopts 
a 24-bit width for reception. This prepares the system for 
subsequent processing and operations.
2.3.2 Matrix Multiplication and addition

For the multiplication and addition of the weight ma-
trix and the pixel matrix, the hardware employs an ele-

ment-wise multiplication followed by an accumulation 
process. These operations are performed sequentially over 
two clock cycles, where the first clock cycle completes the 
multiplication, and the second clock cycle handles the ac-
cumulation. It is important to note that, prior to these op-
erations, the hardware system performs another bit-width 
adjustment on the input data. During the generation of the 
test dataset, it was observed that only the central portion 
of the image data is essential for processing, according to 
Fig. 2. To optimize the computational flow, the bit-width 
of both the weights and pixels is adjusted. Specifically, the 
bit-width of the weights is reduced from 32 bits to 24 bits, 
and the bit-width of the pixels is reduced from 24 bits to 
8 bits. This transformation enhances processing efficiency 
while maintaining the necessary precision for accurate 
computation. As show in the Fig. 2.

Fig. 2 Test dataset of image data (Photo credit: Original).
2.3.3 Bias term disposal

During data input, to incorporate the bias term into each 
set of weights, an additional data element with a value 
of 1 is appended after the 784 pixels of each image. This 
additional element ensures that the bias term is correctly 
represented during matrix multiplication. After complet-
ing the matrix multiplication and accumulation operations, 
the previously separated bias term is added to the accu-
mulated sum, forming the complete weight value. This 
complete value is then fed into the selector for further 
processing.
This process allows the bias term to be treated similarly to 

the other weights during multiplication, while still being 
accounted for in the final accumulated output, ensuring 
accurate representation of the bias during the entire opera-
tion.
2.3.4 Index of maximum number selection

For the ten final weight values, the hardware system needs 
to select the index corresponding to the maximum weight. 
This system employs a four-layer tree structure consisting 
entirely of two-input comparators, with a total of 9 com-
parators, as shown in Fig. 2. Compared to a global search 
using a single comparator, the tree structure significantly 
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reduces the time required for the maximum value selec-
tion.
By using this hierarchical approach, each layer of the tree 
performs pairwise comparisons between two weight val-
ues, passing the larger value to the next layer. This process 
continues until the final comparison yields the maximum 

value and its corresponding index. The tree structure not 
only optimizes performance by reducing the number of 
sequential comparisons but also minimizes latency, mak-
ing it a more efficient design for real-time applications. As 
show in the Fig. 3.

Fig. 3 Tree structure of selector (Photo credit: Original).
2.3.5 Time logic design

For the task of recognizing 10 digits, this project utilizes 
a serial processing approach to perform continuous oper-
ations. For each individual digit recognition task, parallel 
processing is employed, where 10 pre-processed sets of 
weight information are simultaneously applied to the same 
set of pixel data. Specifically, the process operates as fol-
lows:
The system serially inputs 784 pixels values. For each 
pixel, it performs a multiplication with the corresponding 
weight value, followed by accumulation in the next clock 
cycle. Consequently, multiplying and accumulating the 
784 weight and pixel values takes a total of 785 clock cy-

cles.
Following this, a comparator identifies the index corre-
sponding to the maximum weight value, which requires 
an additional 4 clock cycles. During the comparison pro-
cess, the matrix multiplication and addition modules can 
be initialized, allowing the next set of pixel and weight 
information to be input simultaneously. This introduces a 
brief period of parallel processing, thereby enhancing the 
efficiency of information handling. By overlapping these 
operations, the system can reduce idle time and improve 
overall processing throughput, contributing to a more ef-
ficient execution of the recognition task. The general pro-
cessing sketch map is shown below. As show in the Fig. 4.

Fig. 4 Sketch map of number classification (Photo credit: Original).
Thus, the complete recognition task for each digit takes 
789 clock cycles. There is a 4-cycle parallel process-
ing phase between consecutive digit recognition stages. 
During this phase, the system simultaneously processes 
the comparison of the current digit while initializing the 
matrix multiplication and addition for the next digit. This 
overlap allows the system to reduce the total processing 
time, enhancing overall efficiency by utilizing these in-
termediate cycles for parallel computation. Given that the 
system is configured with a clock period of 20 nanosec-
onds, processing all 10 digits recognition tasks requires a 
total of 157,080 nanoseconds.

This approach balances efficiency and accuracy, utilizing 
parallelism for concurrent weight-pixel operations while 
maintaining precise timing for optimal performance in 
digit recognition tasks.
2.3.6 Model optimization

To further optimize resource utilization, the hardware sys-
tem can be refined by employing binary image processing 
instead of grayscale values. By converting the input im-
ages to binary format, the system can significantly reduce 
the computational resources required for operations. Spe-
cifically, pixel values greater than 128 are set to 1, while 
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those below 128 are set to 0. This approach eliminates the 
need for traditional multipliers and omits the matrix mul-
tiplication process. Since the binary image consists solely 
of 0s and 1s, the system can directly accumulate the corre-
sponding weight values for pixels with a value of 1.
The optimized hardware system maintains the same tim-
ing logic as the original design, with the matrix multi-
plication phase being replaced by the binary operations, 
all of which require only one clock cycle per operation. 
However, the binary conversion process substantially re-
duces the level of detail in the image, which can result in 
the loss or blurring of important features, particularly in 
areas with fine edges or strokes, potentially affecting clas-
sification accuracy. Nonetheless, the recognition accuracy 
remains within an acceptable range, making the trade-off 
between a slight reduction in recognition accuracy and 
significant resource savings a worthwhile compromise.

3 Stimulation Result
The simulation is implemented on WINDOWS 11 using 
MATLAB 2024a, VSCODE 2024, and MODELSIM 
2016 platforms. Initially, the raw training and testing data 
files are imported into the MATLAB environment. The 
imported training data is then used to train the perceptron 
model. After training, the 10 sets of weight information 
are exported, and ten groups of test datasets are randomly 
generated using the original test files, which are then also 
exported. These datasets are subsequently imported into 
the hardware model code through file read and write oper-
ations. The code development process is entirely conduct-
ed within the VSCODE platform. Finally, the completed 
code is imported into MODELSIM for simulation, where 
the waveform, recognition success rate, and simulation 
time are analyzed and presented.
The stimulation results before binary operation are shown 
below. As show in the Fig. 5, Fig. 6 and Fig. 7.

Fig. 5 Stimulation result of grayscale type (Photo credit: Original).
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Fig. 6 Schematic of circuit of grayscale type (Photo credit: Original).

Fig. 7 Wave form of grayscale type (Photo credit: Original).
The stimulation results after binary operation are shown 
below. As show in the Fig. 8, Fig. 9 and Fig. 10.

7



Dean&Francis

1953

Jialong Chen

Fig. 8 Stimulation result of binary type (Photo credit: Original).

Fig. 9 Schematic of circuit of binary type (Photo credit: Original).
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Fig. 10 Wave form of binary type (Photo credit: Original).
From the simulation results, the graphical display indi-
cates that the binarization process caused the recognition 
task for the digit “1” to fail, resulting in an overall recog-
nition success rate of 90%. However, binarization elimi-
nates the need for multipliers in the matrix multiplication, 
allowing the hardware system to save the resources of ten 
multipliers. Therefore, the reduction in recognition accu-
racy is an acceptable trade-off for the significant resource 
savings achieved in the system.

4 Future Development and Application
From the simulation results in Section 4, it is evident that 
the system must balance between recognition accuracy 
and resource consumption. However, with the ongoing 
advancements in machine learning and neural networks, 
more complex multilayer models, such as convolutional 
neural networks (CNNs) and artificial neural networks 
(ANNs), are now widely adopted. Future research can uti-
lize more advanced network models for digit recognition 
tasks and design corresponding hardware simulation sys-
tems, eliminating the need to compromise between accu-
racy and resource efficiency. Additionally, the application 
of neural network models based on FPGA hardware de-
sign has been expanding beyond simple digit recognition.
For example, S. M. Riad Hossain et al. employed an ANN 
model to recognize handwritten Bengali characters and 
designed an FPGA-based hardware system to accelerate 
this recognition task [8]. Similarly, Souha Bel Hadj Salah 
et al. developed a CNN-based system on FPGA to clas-
sify brain activity images, enabling early detection and 
intervention in Alzheimer’s disease treatment [9]. Further-
more, Muhammad Arsalan et al. utilized a spiking neural 
network (SNN) combined with radar sensors to recognize 

non-contact aerial hand gestures [10]. These application 
scenarios highlight the promising future of cross-disci-
plinary developments in digital circuit design and neural 
network systems.

5 Conclusion
This research has successfully demonstrated the integra-
tion of Very Large Scale Integration (VLSI) with machine 
learning to develop a perceptron-based digital recogni-
tion model for handwritten numbers. The lightweight 
neural network model optimized for VLSI, as presented, 
significantly enhances the speed and efficiency of digit 
classification tasks. Through meticulous simulations and 
detailed phases of development from conceptualization 
to hardware implementation, this paper underscores the 
potential of combining traditional circuit design with 
modern machine learning algorithms in enhancing digital 
recognition systems. The implementation showcases how 
VLSI technology can be effectively leveraged to reduce 
the size and cost of electronic components while boosting 
performance and energy efficiency. Looking ahead, there 
are abundant opportunities for future research and devel-
opment in this domain. As machine learning algorithms 
continue to evolve and become more complex, the need 
for more sophisticated hardware implementations will 
inevitably increase. Future work may focus on integrating 
multilayer neural network models, such as convolution-
al neural networks (CNNs) or artificial neural networks 
(ANNs), which could further improve the accuracy and 
efficiency of digital recognition systems. Additionally, ex-
ploring the application of these advanced neural network 
models in FPGA-based hardware designs could lead to 
broader implications for real-world applications beyond 
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digit recognition. For instance, such technologies could 
be applied to enhance image processing in medical diag-
nostics, real-time video surveillance analysis, or even au-
tonomous vehicle navigation systems, thus broadening the 
impact of this research into new and innovative areas.
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