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Abstract:
Heart disease is considered the world leader in mortality 
rates among people. A project was created with the goal 
of deploying a machine learning model for the prediction 
of cardiac disease using publicly available datasets from 
the University of California, Irvine Machine Learning 
Repository. Early detection through prompt care may 
improve death rates. In this respect, several machine 
learning algorithms: decision trees, logistic regression, 
random forests, and XGBoost, were used to identify heart 
disease patterns and risk factors. These above-mentioned 
models will be evaluated against the following key 
performance metrics: precision, accuracy, recall, and F1-
score. Of all the algorithms, the XGBoost model performed 
the best, giving a precision of 89% and an F1-score of 0.87, 
which was one of the best in predicting heart diseases. These 
findings emphasize the crucial role of machine learning in 
further improving the prediction of cardiovascular diseases, 
possibly allowing for early diagnosis. Such predictive 
tools will allow healthcare providers to move toward more 
personalized and preventive treatments in patient care and 
outcomes.
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1. Introduction
Cardiovascular disease is among the leading causes 
of death across the world and accounts for about 
17.9 million deaths every year, according to the data 
set from World Health Organisation [1]. The main 
targets of the disease are the heart and blood vessels, 
leading to heart failure, coronary artery disease, and 
arrhythmias, among others. Consequently, heart con-
ditions have imposed a high burden on healthcare 
systems the world over, an issue that calls for effec-
tive early diagnosis and prevention methods [2].

Early detection of cardiovascular disease can pre-
vent a significant portion of mortality and morbidity 
by offering appropriate and timely interventions 
through individualized treatment plans. Traditional 
assessment methods for cardiovascular disease risk 
usually rely on statistical models and clinical scoring 
systems, such as the Framingham Risk Score, which 
considers age, cholesterol, blood pressure, and smok-
ing status. These approaches, however, do not com-
pletely reveal the multi-factorial, nonlinear nature of 
the association between different risk factors and the 
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susceptibility to heart disease [3].
With technological advancement and an increase in large-
scale health data, the development of predictive models in 
healthcare has considerably been complemented, making 
machine learning a strong tool. Large amounts of data 
can be analyzed by machine-learning algorithms to find 
patterns that human specialists might not notice.The abil-
ity constitutes, therefore, a particular value of machine 
learning in developing predictive models able to precisely 
assess the risk of heart disease [4].
The objective of the study is, therefore, to come up with 
a well-considered machine learning model that could use 
patient data in predicting the risk due to heart ailment.

2. Literature review
Recent studies have emphasized the effective use of 
machine learning (ML) in heart disease prediction with 
various models showing higher accuracy than traditional 
statistical methods. Patel et al. (2023) explored algo-
rithms such as Random Forests and Multiplayer Percep-
tion (MLP) and achieved an accuracy of 87.28% with 
hyper-parameter tuning and cross-validation [5]. This 
demonstrates the importance of algorithm selection and 
model optimization for obtaining better predictions .

In a long-term study, Mehrabani-Zeinabad et al. (2023) 
compared ML with traditional methods, emphasizing the 
superiority of integrated models such as stacking over 
traditional methods for cardiovascular risk prediction 
[6]. This is further supported by Arora et al. (2019), who 
demonstrated that Random Forest and XGBoost can be 
effective in reducing over-fitting and improving accuracy 
when combined with appropriate feature engineering.
Another key advancement is the interpretability of the 
models; the PLOS ONE (2021) study used Shapley Ad-
ditive exPlanations (SHAP) to emphasize the importance 
of individual risk factors and their impact on disease pre-
diction, helping clinicians to better understand the model 
outputs [7].
Furthermore, Khanna et al. (2019) emphasized the need 
to use feature selection techniques recursive feature elim-
ination (RFE) to reduce computational complexity while 
maintaining predictive accuracy [8].

3. Methodology
Fig. 1 below illustrates the complete methodology work-
flow, followed by a detailed explanation and supplementa-
ry information.

Fig. 1 Flowchart of Methodology
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3.1 Data preprocessing
A crucial step in guaranteeing the caliber and depend-
ability of machine learning models is data prepossessing 
[9]. Several key steps are performed in this process. First, 
missing values in the data set are handled by removing 
rows with incomplete data or interpolating missing values 
using appropriate statistical methods (e.g. median inter-
polation for numerical variables). The standard scale was 
used to scale the features evenly in feature space, includ-
ing blood pressure, cholesterol, and age. For the model, 
the final data set was divided into 20% testing and 80% 
training [10]. To further enhance the generalization of the 
model and avoid over fitting, this study applied 5-fold 
cross validation. A data set is divided into five equal-sized 
subsets using K-fold cross-validation; one subset is uti-
lized for validation and the other four are used for training 
in each iteration. This is repeated five times, and the aver-
age performance of those iterations gives a more realistic 
estimate of the model’s ability to generalize new data [11].

3.2 Model Selection
Model selection is a very important building process in 
any effective machine learning solution in predicting car-
diovascular diseases, and there are several considered.
Logistic regression is a simple, transparent linear model 
that normally serves for binary classification. It offers a 
linear feature combination that represents the probability 
of a binary result given certain inputs. In that regard, it is 
also a rather easy option to utilize for classification prob-
lems in which there is a linear relationship between the 
characteristics and the target variable.
Decision trees are one of the nonlinear tree-based algo-
rithms used to make decisions by recursively partitioning 
the feature space.It provides an intuitive method of deci-
sion-making by building a tree-like model in which each 
internal node represents a feature, each branch represents 
a decision rule, and each leaf node represents a result.
The random forest is a learning methodology that inte-
grates improvement on decision trees. It builds a number 
of trees and then combines the predictions over those 
trees made during training. This may reduce over fitting 

and make the model robust due to the collection of trees 
wherein biases or inconsistencies coming from singular 
trees are eliminated.
XGBoost, in full, is Extreme Gradient Boosting. The 
gradient boosting framework serves as the foundation for 
this sophisticated machine learning technique. Several 
advanced techniques are availed: parallel processing, reg-
ularization, and optimal tree pruning. These enhancements 
have dual purposes: in order to decrease overfitting and 
improve forecast accuracy.

3.3 Evaluation Metrics
In the following formula, TP means True Positives, FP 
means False Positives, TN means True Negatives, FN 
means False Negatives. This paper applies four evaluation 
methods: accuracy, precision, recall, and F1-score. The 
following is an introduction to these methods.

 Accuracy =
TP TN FP FN+ + +

TP TN+  (1)

 Precision =
TP FP

TP
+

 (2)

 Recall =
TP FN

TP
+

 (3)

 F1 2= ×
Precision Recall
Precision Recall×

+
 (4)

4. Result

4.1 Data set
The UCI Heart Disease data set was selected [12]. It 
contains 303 patient records, each with 13 attributes rep-
resenting potential risk factors for heart disease. These in-
clude age, gender, cholesterol level, maximum heart rate, 
and other medical indicators.
The target variable is a binary outcome which shows the 
presence of heart disease.

4.2 Results of 4 ML models
The results of the machine learning models are summa-
rized in Table 1:

Table 1. Output of Four Models

Models Accuacy Precision Recall F1 score
Logistic Regression 81% 83% 79% 0.81

Decision Tree 85% 80% 75% 0.77
Random Forest 85% 89% 82% 0.85

XGBoost 88% 89% 85% 0.87

3



Dean&Francis

1978

ISSN 2959-6157

Among the models tested, the XGBoost classifier per-
formed the best, achieving an accuracy of 88% and the 
highest precision of 89% shown in Table 1. This indicates 
that XGBoost is highly effective at distinguishing if pa-

tients with or without heart disease. The recall value and 
F1-score for XGBoost were higher than those of the other 
models, making it the most suitable for heart disease risk 
prediction.

Fig. 2 Radar Chart of Four Models
Fig. 2 clearly show the differences in accuracy, precision, 
recall and F1 scores between models. By analyzing the 
shape and size of each radar plot, it is easily to determine 
which models provide more balanced performance and 
which excel in specific areas.
XGBoost had the best recall and F1 score, which will 
come in handy in order to identify more positive heart 
disease cases, reducing the risk of false negatives. Be-
sides, while the decision tree yields the highest accuracy, 
its problems with recall mean it can fail in true positive 
cases. This imbalance is pretty dangerous in a medical 
scenario because the false negatives lead to misdiagnosis 
and grave consequences.
F1 scores yield the important balance between accuracy 
and recall. Models with high F1 scores, such as XGBoost 
in this case, strike a good balance between correctly pre-

dicting positive cases and minimizing false negatives. 
This balance is of prime importance in cardiac risk predic-
tion since both false positives and false negatives might 
have substantial impacts on patient outcomes.
Lastly, there is obvious room for improvement for those 
models that show weak performances for certain metrics. 
For example, the random forest model, while showing 
high accuracy and precision, performs very low on recall. 
These challenges being faced could be dealt with by ad-
justing hyper-parameters, adjusting decision thresholds, or 
assigning more weights to positive cases. In these areas of 
focus, the model’s ability to detect true positives will be 
enhanced hence improving its general reliability in clini-
cal application.
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5. Conclusion
The XGBoost model thus exhibited very good predictive 
performance, showing 88% accuracy, 89% precision, 85% 
recall, and an F1 score of 0.87, hence turning out to be a 
very effective model in classifying patients into high- and 
low-risk categories for heart disease. Besides, its balance 
between precision and recall, along with regularization 
techniques used, reduces over fitting and allows good 
predictions even for unbalanced datasets, thus finding 
very good applications in healthcare. However, these may 
be limited to direct clinical applicability because of over 
fitting on small datasets and complexities in interpreting 
model outputs. This means that the methodologies of 
feature engineering and model interchangeability will 
need refinement in future studies, possibly through hybrid 
approaches, to enhance their clinical utility. Larger and 
more diverse datasets could allow the generalization of 
the model across populations and conditions. This sug-
gests that the XGBoost model may be helpful in a clinical 
decision support system for early cardiac disease identifi-
cation, leading to prompt intervention and more individ-
ualized treatment regimens, improving patient outcomes 
and enhancing preventative healthcare tactics.
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