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Abstract:
One of the most significant aspects of the world economy 
is the stock market, and the forecasting of stock prices is 
gaining more and more significant attraction. Under the 
current international situation, Tesla’s stock price was 
selected as the research object, and Tesla stock’s open 
price from July 15, 2020, to July 15, 2024, was chosen as 
the data set. Auto-Regressive Integrated Moving Average 
(ARIMA) model and machine learning techniques were 
taken to forecast the stock price in this paper. Both 
methods give essentially correct predictions, but there are 
also some differences between those two methods. The 
ARIMA model provides statistical trends within a time 
range, while machine learning techniques provide a stock 
price prediction that is accurate to the day but has weaker 
interpretability. By combining the two methods people can 
get a more accurate forecast of the stock price and then 
make more informed decisions in the stock market.

Keywords: ARIMA model, machine learning tech-
niques, Random Forest, stock price forecasting

1. Introduction
An increasing number of nations and areas are pur-
suing their aims of “carbon neutrality” in light of 
the mounting pressure on the planet’s climate and 
environment as well as the unsustainable nature of 
conventional energy [1]. In such circumstances, the 
global popularity of electric vehicles is growing. 
Founded in 2003, Tesla Inc. is a transnational Amer-
ican firm focused on clean energy and automotive 
technology. It has become one of the world’s most 
valuable companies in terms of market capitalization. 
As a prominent company in the electric vehicle sec-

tor, Tesla holds a significant market share, with its 
market size continuing to expand [2]. It has attracted 
many investors and has made many people predict 
its stock price. Since the stock market is constantly 
changing, it is of great significance for investors to 
predict stock price changes correctly [3]. Although 
the stock market cannot always be accurately pre-
dicted, attempts to predict stock price changes still 
have significant advantages in many aspects. There-
fore, people continue to explore various methods 
to analyze and predict stock price trends in order to 
improve the success rate of investment.
There are a great number of time series models be-
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ing used to forecast the trend of stocks. Lots of emerging 
technologies are also applied in such fields. As one of 
the hottest technologies in the world, machine learning 
techniques have contributed a lot to stock forecasting. Ac-
cording to Tsai’s analysis of stock price forecasting using 
Artificial Neural Networks (ANN) and decision trees (DT), 
The combined model has greater accuracy than the indi-
vidual ANN and DT models in the electronic industry [4]. 
According to Shahi’s research, combining financial news 
feelings with stock attributes as the input can significantly 
improve the performance of LSTM and GRU models for 
stock price forecasting [5]. Sen offers a detailed strategy 
for predicting stock prices by fusing machine learning 
and statistical techniques with some ideas that have been 
developed in technical analysis literature. For both of the 
equities they studied, they obtained comprehensive results 
regarding the performance of various forecasting systems 
[6]. A popular forecasting method in addition to these is 
the ARIMA model. It has been applied in several research 
to analyze time series data and forecast stock price pat-
terns, such as those during the COVID-19 pandemic, as 
well as for modeling long-term behaviors and various 
types of price forecasting [7]. In Chen Yang’s research, it 
was also used to provide a short-term prediction of Tesla 
stock price and a satisfactory result has been achieved [8]. 
There are still many questions like whether the model can 
give an accurate prediction or which model can best fit the 
stock trend at present.
In this paper, the latest stock market data will be collected 
and processed with ARIMA model and Random Forest 
model. This paper aims to provide valuable insights for 
investors and researchers in selecting models.

2. Methodology

2.1 Data Collection
This study used data from Kaggle.com to compile daily 

stock price data for Tesla over four years, from July 19, 
2020, to July 15, 2024. The opening price is chosen in this 
study to reflect the index’s anticipated price.

2.2 ARIMA Model

2.2.1 Explanation of ARIMA components: p, d, q

A statistical model called ARIMA uses time series data 
to predict future trends or improve comprehension of the 
data set. It is a continuation of the ARMA model. ARIMA 
model has three components, where p represents the order 
of the AR model, d represents the degree of differencing, 
and q represents the order of the MA model. All parame-
ters in this formula are non-negative integers [9, 10]. Any 
time series can exhibit patterns free of random white noise 
when ARIMA models are used [11].
2.2.2 Data preprocessing

Firstly, the opening price data collected was used to create 
the time series. Secondly, to find out whether the sequence 
is stable, doing the stationarity test is essential. Since the 
Augmented Dickey-Fuller (ADF) Test is one of the most 
often used statistical tests to determine if a time series is 
stational, the author decided to employ it. The results are 
shown in Table 1. The sequence appears to lack the char-
acteristics of a stable sequence, as the p-value is greater 
than 0.05 and shows a distinct temporal trend. Determin-
ing the amount of different orders necessary to transform 
the initial non-stationary time series into a stationary one 
is also crucial. The results in Table 2 indicate that the 
time series after the first-order difference is stationary be-
cause the p-value is less than 0.05, as determined by the 
ADF Tests. The Ljung-Box test is also needed to find out 
whether the values in the time series are highly random 
and have no regularity. It is found that the p-value is less 
than 0.05 so there is no white noise in the time series, and 
it is suitable to use models to fit the trend.

Table 1. ADF Test of the opening price

Dickey-Fuller -3.0034
Lag order 10
P-value 0.1535

Table 2. ADF Test of the opening price after first-order difference

Dickey-Fuller -9.2892
Lag order 10
P-value 0.01
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2.2.3 Steps to identify the best ARIMA parameters us-
ing ACF/PACF plots.

According to the sequence stabilization process, d=1. 
To determine the values of p and q, the auto-correlation 
coefficient (ACF) and partial auto-correlation coefficient 
(PACF) of the first-order difference sequence are plotted 
using the functions acf and pacf. According to Fig 1(A) 
and Fig 1(B), the ARIMA model (0,1,1) is initially se-

lected. Then Q-Q Plot and the fit of the line are drawn to 
judge whether the residuals follow a normal distribution. 
A test for residual white noise is conducted on the model 
to assess if the residuals exhibit any correlation. The find-
ings indicate that the residuals are normally distributed 
and uncorrelated. So, it is reasonable to apply the model 
in further forecasting.

  

 (A) (B)
Fig. 1 After first-order difference, (A) acf; (B) pacf. (Photo/Picture credit: Original)

2.3 Machine Learning Techniques

2.3.1 Selection of algorithms

Machine learning technology has important applications 
in various industries in recent years. It includes many al-
gorithms like Linear Regression, Decision Trees, Random 
Forest, LSTM, and so on. These algorithms have all made 
great contributions to forecasting. Due to space and time 
constraints, the Random Forest model is used to detect ac-
curacy in this paper.
2.3.2 Explanation of random forest

Random Forest is an emerging learning technique that 
solves issues like regression and classification by con-
structing a great number of decision trees during the train-
ing phase [12, 13]. Random Forests are renowned for their 
performance across a variety of applications, simplicity, 
and ease of usage. They require relatively few hyper-pa-
rameters and can handle both numerical and categorical 
data, making them a well-liked option for a variety of re-
al-world machine-learning issues.
2.3.3 Train the model on the training set

The data is split into training and test sets, with lag pric-
es serving as feature variables for random forests. The 
training set’s data is used to generate and train the random 
forest model. The random seeds are set to obtain repro-
ducible results.

3. Results and Discussion

3.1 Implementation of the ARIMA Model on 
the Training Set
The training set consists of data before January 1, 2024. 
By using the ARIMA model (0,1,1) and the data in the 
training set, the forecast result is in Fig 2(A) compared 
with actual prices in Fig 2(B). The ordinate denotes the 
change in the opening price, while the horizontal coordi-
nate displays changes in the number of days. The antici-
pated value is shown by the blue line, while the predicted 
value’s confidence interval is shown by the shaded area. 
By calculation, the Root Mean Squared Error (RMSE) 
value is 412.
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(A) (B)

Fig. 2 Tesla stock price, (A) forecasts from ARIMA(0,1,1) (B) actual prices (Photo/Picture 
credit: Original)

3.2 Results from the Random Forest Model
By using the trained model, the result is displayed in Fig 
3. The horizontal and vertical coordinates of each point 
represent the actual and predicted price of the day respec-
tively. The shade of the dot represents the predicted value. 
The blue line shows the moving average of the stock price 
and the shaded part represents the confidence interval for 
the predicted moving average. By calculation, the Root 
Mean Squared Error (RMSE) value is 110.

Fig 3. Predicted price from random forest model and ac-
tual price from the testing set (Photo/Picture credit: Origi-
nal)

3.3 Comparison of the Results
From the forecasts shown above, it can be seen that both 
methods have their advantages and shortages. ARIMA 
transforms time series prediction problems into regression 
problems, using the past values of data, past prediction er-
rors, and differences to predict future values. Random for-
est constructs multiple decision trees, runs input data on 
these trees, and finally obtains prediction results through 
voting or averaging methods. The ARIMA model can 
provide a relatively easy-to-explain statistical prediction 

with lower computational complexity. By calculating and 
comparing the predicted RMSE values given by these two 
models, we can conclude that the Random Forest model 
can provide more accurate predictions. However, accord-
ing to the figure, it has weaker interpretability than a black 
box model. The combination of the two methods allows 
people to anticipate possible daily stock price changes 
based on the understanding of the overall situation.

3.4 Discussion
From the results shown above, both models have limita-
tions in their predictions. Due to the complex nonlinear 
trend of the data, there is a certain gap between the predic-
tion results of the ARIMA model and the prediction. When 
using the Random Forest model to predict, the result is 
not perfect because of insufficient feature processing and 
too little feature quantity. A lot of work has been done to 
improve these models. The Data Envelopment Analysis 
model is employed in Narimani’s work to determine the 
optimal lags of the AR and MA processes to enhance the 
prediction from the conventional ARIMA model [14]. The 
result of the new method has great advantages over that 
of the traditional ARIMA model. For the Random Forest 
model, by using the Partial Dependence Plot, the influ-
ence of features on model output can be seen intuitively, 
to improve the interpretability of the model. Various other 
features will be analyzed and processed to train the model 
in follow-up studies to improve accuracy.

4. Conclusion
In this paper, the traditional forecasting model ARIMA 
and emerging machine learning techniques are both used 
to predict the Tesla stock price trend. Judging from the 
results presented by these two methods, both models can 
fit into the stock price trend to some extent. From the 
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research, it can be seen that the ARIMA model can give 
statistical trends within a time range, while the Random 
Forest model can give a more accurate day-to-day stock 
price change. In general, the ARIMA model is suitable 
for predicting time series data that is relatively stable in 
the short term and without significant external influences, 
while the Random Forest model is more suitable for data-
sets with complex interactions and nonlinear relationships 
between variables. Mutual testing of data predicted by 
these two models generally makes stock price predictions 
applicable to various situations. Therefore, combining the 
ARIMA model with machine learning techniques such 
as the Random Forest model can help investors have a 
greater possibility to benefit more in the stock market. 
However, the research also has many limits. Only Tesla’s 
open price data is used in the model prediction process 
so the prediction may not fully reflect the market situa-
tion. While using machine learning techniques to make 
predictions, due to the time limit and the complexity of 
conducting tests, the Random Forest model was used as a 
representative of machine learning techniques, so machine 
learning techniques cannot be able to be taken full advan-
tage of. In future research, more stock market data will 
be collected and analyzed while other machine learning 
techniques will be attempted to take advantage of while 
making predictions.
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