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Abstract:
The linear regression method is important in natural 
science. This method is widely used in economics, data 
science, management, medicine, biology, sociology 
and so on. This statistic method helps people to find the 
relationship between inputs and outputs and classify 
massive data. In the following article, some basic 
theories, formulas and real problems with solutions will 
be mentioned. This essay firstly introduces some methods 
about linear regression, and then use the formula and 
basic theories to calculate and analyze the relationship 
between independent and dependent variables of some 
real massive data. Finally, it can be found that all of data 
have relationship and people can use these conclusions to 
predict or give a suitable strategy, so it is really useful for 
people to prepare solutions ahead of schedule. It is one 
of the most fundamental methods in dealing with data, 
because the model of linear regression is quite easy, and 
provide understandable mathematical formulas, then create 
some scientific results.

Keywords: Simple linear regression, Multiple linear re-
gression, Advertisement.

1. Introduction
Regression line is a type of useful statistic method to 
organize and analyze data. Normally, It can be used 
to calculate some results by linear regression formu-
la, and predict a reliable and scientific changing trend 
in the future, and helps people to prepare solution 
ahead of time. People need to make the model better 
fit to some unknown parameters, mainly use least 

square method to fit, this method can not only deal 
with linear model, but also suitable for non-linear 
model [1]. Linear regression is quite important in 
many fields, it can create predictions quickly, many 
enterprises use linear regression as a reliable and ac-
curate way to convert original data to workable sug-
gestions to their own business. Set a suitable model 
for each database, work out unknown coefficients, 
plug them into formulas to give an analyzable result. 
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For example, use this month’s expenses to predict next 
month’s expenses [2].
In this essay, firstly, the author introduces basic knowl-
edge background: the fields that mainly use linear regres-
sion, process of calculating correlation of data, the formu-
la of setting a regression line model. The most important 
two parts of linear regression are simple linear regression 
and multiple linear regression. For simple linear regres-
sion, one can use Maximum Likelihood Estimate and 
Least Squares Estimate to calculate. For multiple linear 
regression, it is specially adapted for problems with more 
than one variable. Both of them need to set hypothesis 
and test the significance of each model, it also represents 
the validity of model. Then, the author will find two real 
examples from online database, the first one is about how 
advertising and promotion costs have influence on sales, 
and the other one is about whether sleeping and studying 
time influences test scores. Finally, both of their results 
show that there exists a positive relationship between 
independent variables and dependent variable. Thanks to 
these predictions, people can prepare strategies that solve 
problems faster and better, gain benefits as much as possi-
ble. This method not only improve the efficiency but also 
provide maximum advantages to people in the limited 
time and resources.

2. Basic information about line regres-
sion

2.1 Correlation of Data
This method is widely used in Statistics, especially when 
dealing with linear relationships between variables. For 
example, when discuss the relationship between the level 
of salary and life happiness. Consider the level of salary 
as x , and life happiness as y . Normally, y  will increase 
with the increase in x , and then y  and x  have correlation 
[3].
There is a system to calculate the correlation coefficient, 
for a test with sample size n: (x x1 1, ) , (x y2 2, ) , …, 

(x yn n, ) . For a fixed j , x j  and y j  come from a same ex-

periment. Next, calculate means of {x j} and {y j} , repre-

sented as x
−

 and y
−

 respectively. Use s x2  to represent the 

sample variance of {x j}  and s y2  to represent the sample 

variance of {y j} , finally, introduce sample covariance

	 s x x y yxy j j= − −
n

1
−1∑j

n

=1

  
  
  

− −

� (1)

When s sx y ≠ 0 , then use ρ̂ =
s s
s

x y

xy  as the sample correla-

tion coefficient of {x j}  and {y j} . If ρ̂  is larger than 0, it 

can be seen that exist a positive correlation, if ρ̂  is small-
er than 0, it can be seen that exist a negative correlation, if 
ρ̂  is equal to 0, means no correlation. The closer ρ̂  is to 
1 or -1, data more likely to lie on a straight line.

2.2 Regression Line

When {x j}  and {y j}  are highly correlated, data is scat-

tered around a straight line, and this straight line is called 
regression line.
Generally, this method is used for observational data with 
sample size n, (x y1 1, ) , (x y2 2, ) , …, (x yn n, ) , then estab-

lish regression line y a bx= + . Since the distance between 

point (x yj j, )  and the intersection point with regression 

line is yj a bx− +( j ) , so use these distances to calculate 

their sum of squares [4]

	
Q a b y a bx y a bx
+ − −(
(
y a bxn n

, 2 2) = − − + − − +…( 1 1 2 2

)2
) ( ) � (2)

measuring how far the data is from a straight line. When 
constants a  and b  make the smallest value of Q a b( , ) , 
then call this straight line a regression line.

The point with the smallest value of Q a b( , )  is b̂ =
s s
s

x y

xy , 

a y b xˆ = −
− −ˆ  And call â  and b̂  are the least squares esti-

mate of the regression linear coefficients a  and b . The 
core of this method is finding the optimal linear relation 
of independent variables and dependent variables of data. 
Make sure that regression line is close to practical data 
points by minimizing the sum of squares of error, so pre-
diction can be more accurate.

2.3 Simple Linear Regression
In this method, one can use
	 ̂ j j j j j= − = − −y y y a bxˆ ˆ ˆ � (3)

to represent prediction error or residual error when y j  is 
predicted value, and the sum of squares of residuals equals 

to Q =∑
j

n

=1
̂ j

2 . When Q  is low, regression line shows the 

linear relationship between x  and y : y a bxj j j= + +ˆ ˆ ̂  , a
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and b  are unknown constants, { j}  are independent 

equally distributed random variables, while follows nor-

mal distribution N (0,δ 2 ) , this model is called linear re-

gression model [5].
Maximum Likelihood Estimate is widely used to estimate 
unknown parameters, find estimate of parameter by using 
known data to maximize likelihood function value. Likeli-
hood function is defined as

	 L f x(θ θ) =∏
i=

n

1
( i | ) � (4)

f x( i |θ )  is the probability density function of the func-
tion x . People want to simplify calculation, usually take 
the logarithm of the likelihood function, and then get 

log-likelihood function φ θ θ( ) = =log f xL(θ ) ∑
i=

n

1
( i | ) , both 

of these two functions are monotonically increasing. An-
other commonly used method is Least Squares Estimate, 
the main aim of this method is minimizing the square dif-
ference between the observed value and the predicted val-
ue of the model. The whole calculating process involves 
four key steps, first of all, work out the residual error 
∈ = − +i i iy x(β β0 1 ) , finally calculate the sum of squares 

of residual errors, then derivative β0 , β1  and let the de-
rivative be 0, so the parameters that makes the smallest 
SSR. There are formulas to calculate least squares estima-

tion, β1=
n x y x y

n x x

∑ ∑ ∑
i i i= = =

n n n

∑ ∑
1 1 1

i i= =

n n

1 1

i i i i

i i
2

−

− 
 
 

2  and β βˆ ˆ
0 1= −y x

− −

.

If and only if b ≠ 0 , regression result makes sense. And 
test b. State the null hypothesis H b0 : 0=  vs. the alterna-

t i v e  h y p o t h e s i s  H b1 : 0≠ .  I f  H0  i s  v a l i d , 

T t n= −σ
b

l
ˆ
ˆ

xx

 2( ) , so the rejection filed of level α  is 

W T= >
 
 
 2 2(n

tα
− )

.

Predicted Confidence Interval estimates range between 
new prediction and prediction, also affect the uncertainty 
of predicted outcomes. And the formula of this is

	 SE y( ˆ * (1) = + +δ 2 1
n ∑

i=

n

1

 
 
 
 
 
 

x x

x x

−

i −

−

−

2

2 � (5)

and therein δ 2 =
∑
i=

n

1

 
 
 
n

y y

−

i −

2

− 2

.

2.4 Multiple Linear Regression
This method is typically used in finding the relationship 
between several independent variables and one dependent 
variable, in order to minimize the residual squares of 
model. The main expression of this model is y x= +β ? , 
y  represents independent variable of n×1 , x  represents 
independent variables of n p× , β  represents regression 
coefficient vector of p×1 , ? represents error vector of 
n×1 , therein n  is observed quantity and p is the number 
of independent variables [6].
Least squares estimation is to find regression coefficient 
β̂ , then minimize the sum of residual squares. Use the 
formula

β̂ = (X X
1
T ) x yT # 6( )

The regression significance can be tested, also called F  

test. Use the formula F =
( / ( 1)∑

i=

n

1

( /

(

y y pˆ ˆ

y y n p

T

i i− − −

−

ˆ

( )∑

)2

n
yi

2

, if F  

is out of critical value, then reject null hypothesis, and re-
gression model is significant. If only want to test single 
r e g r e s s i o n  c o e f f i c i e n t ,  u s e  t h e  f o r m u l a 

t j =

∑
i=

n

1

n p

(

− −

y yi i− ˆ

1

β̂

)

j

2

(X X
1
T ) j2

 , if the absolute value of t  

is out of critical value, then reject null hypothesis, and re-
gression model is significant.

3. Appliacations and Examples

3.1 Applications
These methods are used for discussing the relationship be-
tween one or more independent variables and one depen-
dent variable. In addition, linear regression can be divided 
into two types depend on the number of independent vari-
ables, involves simple linear regression and multiple line 
regression. For simple linear regression, it only can be 
used for the relationship between one dependent variable 
and one independent variable, so show the direct impac-
tion of one certain dependent variable to the independent 
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variable. For multiple line regression, it can be used for 
the relationship between more than one variable and one 
certain independent. This method can solve more difficult 
problems, and the result is more accurate and more reli-
able. These methods are widely used in many different 
aspects in daily life. Such as medicine and public health, 
social science, engineering. Especially in economics and 
finance, use regression line, economists can predict the 
changing trend in the future, useful strategies can be given 
to merchants. For example, the housing price will be af-
fected by facilities, positions, transportation and so on.
After setting a suitable regression model, the next neces-
sary step is assessment. Common assessment indictors are 
R2  and error of mean square. For example, if the value of 

R2  is closer to 1, that means the model is more suitable to 
the data. In addition, residual analysis is also essential, the 
data need to be tested to decide whether the hypothesis is 
established. Another important issue is the stability of 
model will be reduced when dependent variables are high-
ly similar to each other. Then need to use Ridge Regres-
sion or Lasso regression to solve this problem.

3.2 An example
In this subsection, the paper mentions an example using 
methods of simple linear regression and multiple line re-
gression. This example discusses the relationship of three 
key indicators. Some data shown in Table 1 is needed to 
use.

Table 1. Three variables comparing. x1  and x2  are independent variables, while y  is dependent variable.

Advertising costs x1 Promotion costs x2 Sales y

1.5 2.0 20
2.0 2.5 23
2.5 3.0 26
3.0 2.5 30
3,5 4.0 34

For simple linear regression, one will use the formula of 
y x= + +β β0 1 ? . Therein y  represents sales with unit of 
10000 yuan, x represents shopping advertising expenses 
with unit of 10000 yuan, β0  and β1  are model’s intercept 
and slope respectively, ?  is the random error term. Firstly, 
o n e  c a n  c a l c u l a t e  m e a n s  o f  x  a n d  y . 

x
−

= =
1.5 2.0 2.5 3.0 3.5+ + + +

5
2.5  and 

y
−

= =
20 23 26 30 34+ + + +

5
26.6 . Then, one will calculate 

the value of β0  and β1 , 

β0 = = =∑ ( )( )

∑
x x y yi i− −

( )x x

− −

i −
−

2

17.5
2.5

7.0  and 

β β0 1= − = − × =y x
− −

26.6 7.0 2.5 9.1 . Finally, the linear 

equation is obtained, y x= +9.1 7.0 . Through this calcu-
lating process, some conclusions can be gotten. First of 
all, there exists a positive relationship between shopping 
advertising expenses x  and sales y , that means y  will in-
crease by 70000 yuan with each 10000 yuan increase in x . 
Secondly, sales will be 91000 yuan without any shopping 
advertising expense.
For multiple line regression, one will use the formula of 

y x x= + + +∈β β β0 1 1 2 2 . Therein x1  and x2  represent ad-
vertising costs and promotional costs individually, while 
β1  and β2  are regression coefficients of these two vari-
ables individually. And through many calculating steps, 
the linear equation is obtained, y x x= + +6.53 1.87 5.131 2 . 
More conclusions can be gotten compared to simple linear 
regression. First of all, advertising costs and promotional 
costs are directly proportional to sales, that means y  will 
increase by 18700 yuan and 51300 individually with per 
10000 yuan increase in advertising costs and promotional 
costs. Moreover, sales will still be 65300 yuan without 
any advertising costs and promotional costs.
In a nutshell, these two methods have similarities, shops 
still have significant sales without any marketing methods, 
like advertisements or promotion mentioned before. That 
reflects other factors that can improve sales, like brand 
awareness and shopping services. However, many differ-
ences between them. The accuracy of using simple linear 
regression is less than that of using multiple line regres-
sion, since the former only focus on a single factor, so ap-
plicability and explanatory power are limited. Therefore, 
although the sample size of this research is not enough, 
but it can show the truth that the prediction from data can 
give useful strategies and solutions to merchants, helping 
them to enlarge their benefits of goods.
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3.3 Another example
Here is another example using methods of sample linear 

regression and multiple line regression. This example 
discusses the relationship of another three key indicators. 
Some data needed to use are shown in Table 2.

Table 2. Three variables comparing. x1  and x2  are independent variables, while y  is dependent variable.

Studying time x1 Sleeping time x2 Test scores y

2 6 75
3 5 78
4 7 82
5 6 85
6 8 88

For simple linear regression, one will use the formula of 
y x= + +β β0 1 ? , therein y  represents test scores with unit 

of points, x represents studying time with unit of hour, β0  

and β1  are model’s intercept and slope respectively, ?  is 
the random error term. Firstly, one will work out the mean 

of x  and y , x
−

= =
2 3 4 5 6+ + + +

5
4  and 

y
−

= =
75 78 82 85 88+ + + +

5
81.6 . Next, one can calculate 

the value of β0  and β1  and get the regression equation 

y x= +70 3 , and then the relationship between studying 
time and test scores can be seen positively, test score will 
increase 3 points with per hour increase in studying time. 
And even pay no attention on studying, students can still 
get certain points.
For multiple line regression, one will use the formula of 
y x x= + + +∈β β β0 1 1 2 2 . Therein x1  and x2  represent 

studying time and sleeping time respectively, while β1  

and β2  are regression coefficients of these two variables 
individually. After complicated calculations, additional 
conclusions can be gotten. Both of studying time and 
sleeping time are directly proportional to test scores. Spe-
cifically, test scores will increase 4 and 2 points respec-
tively with per hour increase in studying time and sleeping 
time. Additionally, the test score will be kept unchanged 
without studying time and sleeping time.
In a nutshell, both factors impact test score. But the study 
duration has a deeper effect compared to sleep duration. 
By contrast, if a student spends no time on studying or 
sleeping, still can get a basic score. Therefore, this exam-
ple shows some suggestions to manage time suitably for 
students. And the truth that the testing result can be pre-
dicted from some living habits.

4. Conclusions
This essay can be divided into three main parts. The first 
part is basic introduction about linear regression, common 
fields of application, importance of linear regression, and 
general aims of linear regression. The second one is about 
some main theoretical introductions involve correlation of 
data, regression line, simple linear regression and multi-
ple linear regression, and give formulas of them. The last 
one is real examples. Two practical applications about 
linear regression are the relationship between advertising, 
promotion costs and sales, and the relationship between 
studying, sleeping time and test scores. Use formula to 
calculate and organize data, and finally find some con-
clusions. From the first example, improve advertising 
and promotion costs can increase sales. This conclusion 
gives helpful suggestion for merchants to market, get a 
maximum benefit from goods. From the second example, 
longer studying and sleeping time can make test scores 
better. This conclusion gives useful advice for students, 
parents and teachers to improve learning efficiency, give 
them solutions that how to manage time better to get a 
better result in the limited time. In a nutshell, this method 
is too effective, maybe people can create a precise system 
to organize and calculate massive data by linear regres-
sion, then people can find the relationship between several 
variables directly without much calculation.
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