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Abstract
With global waste production rising, efficient waste management practices are crucial for environmental sustainability. 
Artificial Intelligence (AI) offers a promising solution, particularly in waste classification. By automating waste 
classification, AI can reduce the time and cost associated with traditional manual sorting while improving accuracy 
and reducing carbon emissions. This paper provides an overview of the potential of AI in waste classification and 
management, including machine learning and deep learning algorithms such as Convolutional Neural Networks. The 
paper also emphasizes the importance of proper waste management for achieving carbon neutrality and how AI can 
contribute to this goal by promoting recycling, composting, and circular economy principles. Finally, this paper presents 
an experimental application of deep learning for garbage classification and suggests potential improvements based on 
the results. Overall, this paper highlights the critical role of AI in waste management and its potential to revolutionize 
waste classification and management while contributing to achieving carbon neutrality goals.
Keywords: Artificial intelligence, Waste classification, Machine learning, Carbon neutrality.

1. Introduction
As the world’s population grows and per capita waste 
production increases alarmingly, effective waste 
management has become a global concern. Traditional 
manual sorting methods are time-consuming and 
expensive, making it essential to explore alternative 
solutions. One such solution is AI, which can effectively 
classify and manage waste while contributing to carbon 
neutrality goals [1].
AI in waste management has gained significant attention 
in recent years due to its ability to automate waste 
classification, reducing the time and cost associated with 
manual sorting [2]. Additionally, AI can improve the 
accuracy of waste classification, ensuring that waste is 
disposed of in the most environmentally friendly manner 
possible. This reduces carbon emissions resulting from 
waste management and contributes towards achieving 
carbon neutrality targets.
According to the World Bank, global waste generation 
is projected to reach 3.4 billion tons by 2050, up from 
2.01 billion tons in 2016. Inefficient waste management 
practices can have adverse impacts on the environment, 
including pollution of soil, water, and air, as well as 
greenhouse gas emissions. To address these challenges, 
it is necessary to adopt sustainable waste management 
practices that prioritize waste reduction, reuse, and 
recycling [3]. This paper provides an overview of the 
use of AI in trash classification and its contribution 
toward carbon neutrali ty goals.  I t  discusses the 
challenges associated with waste management and how 

AI can help address them. Additionally, it examines 
the various techniques and algorithms used in AI-based 
waste classification, including machine learning and 
computer vision [4]. The paper concludes by describing 
an experiment conducted using deep learning to classify 
garbage and offering suggestions for improvement based 
on this experiment.
Overall, this paper highlights the importance of AI in 
waste management and its potential to revolutionize waste 
classification and management while contributing towards 
achieving carbon neutrality 

2. Carbon Neutrality
Carbon neutrality refers to the balance between carbon 
emissions produced and the amount of carbon removed 
from the atmosphere. This equilibrium can be achieved 
by implementing various measures, including reducing 
carbon emissions, increasing renewable energy sources, 
and implementing carbon offsetting programs. The 
ultimate aim of carbon neutrality is to limit the increase 
in global temperatures resulting from greenhouse gas 
emissions, thereby mitigating the impacts of climate 
change. Given the growing concerns about climate change 
and its effects, carbon neutrality has become a crucial 
concept across both public and private sectors [5]. Many 
organizations, companies, and governments have set 
ambitious objectives to achieve carbon neutrality, reduce 
environmental impact, and foster sustainability. Achieving 
carbon neutrality necessitates reducing carbon emissions 
by using clean energy sources, improving energy 
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efficiency, and implementing carbon offsetting programs. 
It also involves taking steps to remove carbon from 
the atmosphere through methods such as reforestation, 
carbon capture and storage, and soil carbon sequestration. 
While achieving carbon neutrality remains a challenging 
objective, it is crucial for building a sustainable future that 
safeguards the planet for generations to come.

2.1 Carbon Neutrality and Trash Classification
Effec t ive  was te  management  and  proper  t rash 
classification are essential to achieving carbon neutrality. 
Recycling and composting, in particular, are highly 
effective ways to reduce carbon emissions from waste 
[6]. Landfills emit methane, a potent greenhouse gas that 
contributes to climate change, when waste is deposited 
there. However, recycling or composting waste can be 
diverted away from landfills, significantly reducing carbon 
emissions.
Moreover, individuals and organizations can ensure 
environmentally responsible waste handling by sorting 
trash into recyclable, compostable, and non-recyclable 
categories. This approach can drastically reduce their 
carbon footprint by diverting waste from landfills through 
composting and recycling.
Furthermore, minimizing waste and adopting sustainable 
materials in product design and production can lower 
carbon emissions linked with waste disposal and the 
production of goods. By promoting circular economy 
principles, resources can be conserved, waste can be 
minimized, and a more sustainable future can be achieved, 
ultimately leading toward carbon neutrality.

3. Machine Learning & Deep learning 
Machine learning is the subset of AI, and deep learning 
is the subset of machine learning. Machine learning 
has been used on a large scale, and some traditional 
machine learning methods include linear and nonlinear 
regression, artificial neural networks, various types of 
decision trees, Bayesian networks, support and relevance 
vector machines, and genetic algorithms. As a subset of 
machine learning, deep learning is an artificial neural 
network that, like a human’s logical structure, is trained 
to make predictions or decisions based on input data. 
The main advantage of deep learning is its ability to 
automatically extract features from raw data. In traditional 
machine-learning approaches, feature engineering is a 
critical step where domain experts identify and extract 
meaningful features from raw data before feeding them 
into a machine-learning model [7]. This process can be 
time-consuming and often requires significant domain 
expertise. In contrast, deep learning models can learn 
these features automatically by processing large amounts 
of data, making it a powerful tool for tasks such as image 
classification, object detection, and speech recognition. 

In the following part, this paper will discuss mainly the 
graphical functions of deep learning.

3.1 Convolutional Neural Networks
Convolutional Neural Networks (CNNs) have brought a 
significant breakthrough in computer vision, mainly due 
to their capability to learn and extract high-level features 
from images. CNNs have revolutionized tasks such as 
image classification, object detection, and segmentation, 
achieving state-of-the-art accuracy. Consequently, this has 
led to various applications in areas like self-driving cars, 
medical image analysis, and facial recognition systems.
At the core of a CNN are multiple layers of neurons, with 
each layer processing input data differently. The initial 
layer in a CNN is typically a convolutional layer that 
applies a set of learned filters to an input image. These 
filters detect specific features in the image, such as edges, 
corners, or textures, and generate a set of feature maps. 
The output of a convolutional layer is then passed through 
a nonlinear activation function, such as ReLU, which 
introduces non-linearity to the network and captures 
sophisticated relationships between features.
Following the activation function, the output usually goes 
through a pooling layer, which reduces the dimensionality 
of feature maps by downsampling them and extracting 
the essential features. Further layers in a CNN typically 
comprise multiple convolutional and pooling layers that 
enable the network to learn increasingly elaborate features 
and patterns. These layers, known as the network’s hidden 
layers, produce outputs that are not visible to the user [8].
The final layer of a CNN is typically a fully connected 
layer, which takes the outputs of the preceding layer to 
predict the input data. This layer is responsible for making 
the ultimate decision on the class or label of an input 
image. During training, the network learns to optimize its 
parameters using backpropagation. This technique adjusts 
the neurons’ weights based on the predicted and actual 
output error.
In summary, CNNs are a powerful type of deep neural 
network that have transformed computer vision tasks. By 
combining convolutional and pooling layers, CNNs can 
extract intricate features from images and make precise 
predictions. The success of CNNs has led to significant 
progress in computer vision, with their potential 
applications expanding across a vast range of industries.

3.2 Deep Learning and Trash Classification
A massive data source of different kinds of trashes is 
required to use a CNN model for trash classification 
and achieve the desired goal. Plenty of open-source data 
sources are available, including ImageNet, CIFAR-10, 
CIFAR-100, COCO, and others. ImageNet was chosen 
as the training dataset for this experiment since it covers 
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over 1,000 object categories, including almost all daily 
trashes. These different categories will then be divided 
into various kinds of trash based on different countries and 
areas’ waste management laws.
Transfer learning is a technique whereby a pre-trained 
deep learning model is a starting point for a new task. 
A pre-trained CNN model such as VGG16, ResNet, or 
Inception, which have been trained on a large dataset like 
ImageNet, can be used for trash classification. (Torrey and 
Shavlik, 2010) There are several ways to classify trash. 
In trash classification, an object detection model like 
YOLO or Faster R-CNN can detect various types of trash 
in an image and categorize them into different classes 
[9]. Additionally, segmentation can also be used in this 
step. Segmentation is a technique that divides an image 
into multiple segments or regions based on similarity. In 
trash classification, a segmentation model like U-Net or 
Mask R-CNN can segment an image of trash into different 
regions, and each region can be classified into a different 
category [10].

4. Experiment and Result
An experiment was conducted in 2019 based on the ideas 
presented earlier. The group utilized the open-source CNN 
model called AlexNet, which offers several advantages. Its 
deep architecture allows for complex image representation 
learning, improving image recognition accuracy. The 
ReLU activation function accelerates the training process, 
while dropout regularization prevents overfitting and 
enhances the model’s generalization performance. 
AlexNet is designed to be effectively trained on two 
GPUs in parallel, enabling reduced training time and 
better scalability for larger datasets. Furthermore, pre-
training on ImageNet allows for transfer learning in other 
computer vision tasks, making it a popular choice for 
many applications.
As previously mentioned, the data set used came from 
open source, with ImageNet as the source of various 
object types that were then divided into trash categories 
for the model’s development. A 720p small webcam 
was used to detect the object, and the program ran on 
a Raspberry Pi to complete all tasks. The program’s 
results were directly shown in the picture captured by the 
webcam. In terms of results, the group tested about 300 
different common objects under various backgrounds, 
angles, and lighting conditions. All these factors were 
recorded in a table indicating whether the model detected 
and correctly identified the object. The overall accuracy 
of the experiment was 70%, with the webcam detecting 
the object accurately in most cases, except in very dark 
conditions. The team examined the data and found that 
in a well-lit environment with a clear background, the 
accuracy of common objects with ordinary shapes could 
reach over 95%. The accuracy of common objects with 

unusual shapes (broken, crashed, halved, etc.) could also 
reach 80%. However, accuracy significantly decreased 
when the background was unclear, and the environment 
contained other objects.
Several problems were identified in this experiment, 
with the main one being difficulty detecting objects 
in environments containing numerous objects, which 
is common in daily life. Two potential solutions were 
proposed to address this issue. One was to reduce the 
detection area, allowing the model to focus on a small 
area and ignore surrounding objects. Another solution was 
to use the program in a waste management company that 
could separate all wastes in a clear, reliable background. 
Additionally, an AI trash bin is proposed to automatically 
sort trash into different categories (Sheng et al., 2021).

5. Conclusion
In  conclusion,  waste  management  and garbage 
classification are critical issues that affect the environment 
and public health. With the increasing global population, 
the amount of waste produced per capita is also growing 
rapidly, making waste management an even more 
significant challenge. Artificial Intelligence (AI) and 
machine learning have emerged as promising solutions 
to this problem, providing efficient and accurate waste 
classification and management. This paper has provided 
an overview of the challenges associated with waste 
management and how AI can help to address these 
challenges. This paper has also discussed the techniques 
and algorithms used in AI-based waste classification, 
including deep learning and convolutional neural 
networks. The experiment conducted in this paper 
demonstrated the effectiveness of deep learning in garbage 
classification and proposed some improvements for future 
research. The potential of AI in waste management is 
immense, and this technology can revolutionize waste 
classification and management in the future, leading to a 
cleaner and safer environment for all.
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